# Precision beats interval: appropriate monitoring efforts for management of a harvested Eurasian lynx Lynx lynx population 

Authors: Danell, Anna C., and Andrén, Henrik<br>Source: Wildlife Biology, 16(4) : 409-418<br>Published By: Nordic Board for Wildlife Research<br>URL: https://doi.org/10.2981/09-118


#### Abstract

BioOne Complete (complete.BioOne.org) is a full-text database of 200 subscribed and open-access titles in the biological, ecological, and environmental sciences published by nonprofit societies, associations, museums, institutions, and presses.


Your use of this PDF, the BioOne Complete website, and all posted and associated content indicates your acceptance of BioOne's Terms of Use, available at www.bioone.org/terms-of-use.

Usage of BioOne Complete content is strictly limited to personal, educational, and non - commercial use. Commercial inquiries or rights and permissions requests should be directed to the individual publisher as copyright holder.

[^0]
# Precision beats interval: appropriate monitoring efforts for management of a harvested Eurasian lynx Lynx lynx population 


#### Abstract

Anna C. Danell \& Henrik Andrén

Adaptive management of wild populations requires good knowledge of the population status. The main way to evaluate management performance is through recurring surveys, which often also serve as a decision basis for harvest quotas. We evaluated the effect of different survey reliabilities and frequencies during 1-4 years on management performance using a stochastic age and stage-specific population model for an Eurasian lynx Lynx lynx population. As a proxy for management performance, we looked at the proportion of time that the population remained within a preferred interval, the proportion of time with no harvest, the average harvest number and the total number of surveys during the 50 -year period in the simulation. In general, management performance increased with increased monitoring accuracy. More interestingly, a more reliable survey performed less frequently performed better than a less reliable survey performed every year. The management performance was not perfect even with complete knowledge of the population size at the survey, as annual variation in reproduction and survival between the survey (decision based on year t ) and harvest (performed in year $t+1$ ) sometimes cause the population to be outside the preferred interval. If financial resources are limited, we recommend managers to minimise the error in the survey rather than to increase the frequency of surveys.
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Successful adaptive management of wildlife populations requires appropriate monitoring of population size to evaluate the consequences of previous decisions and management actions, and is also a prerequisite basis for making new management decisions (Walters \& Hilborn 1978, Shea et al. 2002, McCarthy \& Possingham 2007, Hauser \& Possingham 2008). Monitoring programmes need to have clear objectives in order to be successful, and the performance of a monitoring programme should be evaluated in relation to its management goals (Goldsmith 1991, Possingham et al. 2001). Two aspects of monitoring are linked to its purpose: the reliability of monitoring needed for immediate decisions, and the frequency of monitoring needed
to detect changes in the population size which can influence the management strategy.

When designing a monitoring programme, in addition to the performance, one also has to consider the costs. While the most accurate monitoring method is often desirable, it may not be economically possible to achieve. Hence, managers often have to compromise between reliability and costs. This has lead to the optimisation of cost and monitoring reliability, which has applications in a wide range of wildlife management problems such as invasive species (Bogich \& Shea 2008), conservation (Gerber et al. 2005, McCarthy \& Possingham 2007) and harvest under uncertainty (Hauser et al. 2006, Månsson et al. submitted manuscript). The
goal must be to have a monitoring programme at the lowest cost possible, which still fulfils the ability to make reliable management decisions (Pople 2008).

The purpose of a management programme may often be to maintain a population at a certain level. However, managing for a fixed number of individuals is impossible. This is partly due to environmental and demographical stochasticity (Lande et al. 2003), but it is also an effect of survey errors. Because managers cannot maintain a population at a precisely set level, the management should be considered successful if the population is maintained within a desired interval.

In the case of large carnivore population management, the trade-off between monitoring cost and reliability becomes very apparent. Monitoring of large carnivores is often difficult and very expensive because the carnivores usually occur at low population densities, have large home ranges and secretive behaviour (Linnell et al. 1998). At the same time, large carnivores cause conflicts with human interests, e.g. livestock depredation. Therefore, in large carnivore management, there are usually two conflicting management goals; to maintain viable carnivore populations and to have small enough populations to minimise conflicts and costs for conflict mitigation (Nowell \& Jackson 1996, Breitenmoser et al. 1998, Linnell et al. 2001, Swenson \& Andrén 2005). In these cases, with multiple objectives, decision theory provides a thorough basis for making management decisions (Possingham et al. 2001), and to evaluate the management options in relation to the management goal.

The aim of our study was to evaluate the effect of different monitoring strategies (reliability and frequency) on management performance. To be able to use relevant life history parameters, we chose Eurasian lynx Lynx lynx management within the Swedish reindeer Rangifer tarandus husbandry area as a reference case. Our analysis considered population size and monitoring and harvest of the lynx population. We evaluated management performance for each monitoring strategy by estimating how often the lynx population was of an undesirable size as well as the variation in lynx harvest.

## Methods

All problems in decision theory require a set of components. Firstly, clear statements of objectives; in our case a range of desirable population sizes.

Secondly, several management options; in our case different monitoring strategies. Thirdly, the relationship between the management options and the decisions based on available information; in our case a population model and harvest decisions based on survey results. Finally, one should evaluate the different management options in relation to the management objectives; in our case monitoring strategies in relation to desirable population sizes. Each of these components will be covered in the following.

## Management objectives

The chosen primary management goal in our analysis was set to maintain a lynx population at 100 family groups. As managers cannot maintain the population at precisely this level, we consider the population size to be acceptable at 80-120 family groups ( $100 \pm 20 \%$ ). We also evaluated the risk of exceeding 140 family groups, as this level means a significant increase in the conflict level for reindeer management.

## Monitoring strategies

We chose four different survey accuracies $(0.7 \pm$ $0.2,0.8 \pm 0.1,0.9 \pm 0.05$ and $1 \pm 0.0$ ) and four different survey intervals (one, two, three and four years). We assumed that a survey that reports a large proportion of the family groups (high accuracy) also has a high precision. We also tested a statedependent survey model; we performed a survey every year if a previous survey was $<90$ family groups, and up to every fourth year when the estimated population was $>90$ family groups. For comparisons we used a strategy which was based on perfect knowledge, i.e. the exact number of family groups known in February. In reality, survey accuracy will be an effect of the management budget, and thereby effort, as well as of conditions in the field.

## Lynx population model and harvest strategy

We used a stochastic stage structured population model with four age classes (kittens, 1-year old, 2years old and $\geq 3$ years old) and sex specific survival and harvest rates. Survival (Andrén et al. 2006) and reproduction data (Andrén et al. 2002, complemented with new unpublished data) for different sex and age classes (see Table 2) were obtained from the Scandinavian lynx project in the reindeer husbandry area. The model was based on the events during a 'lynx year'. The kittens were born in June, the survey
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was done in February and the harvest was performed immediately after the survey. All these events were treated as pulses, with no extension in time.

We calculated reproduction as the litter size for 2and $\geq 3$-years old females, respectively. For each year, the mean litter size for the two age classes was randomly sampled from a normal distribution. The litter size for 2 -year old females was truncated at zero to avoid negative litter sizes. We estimated the proportion of females without kittens in February based on a Poisson distribution and the given mean litter size (see also Andrén et al. 2002). We assumed that the sex ratio of kittens was $50: 50$. We chose a correlation of 0.8 between the reproduction of 2years and $\geq 3$-years old females.

We calculated survival from reproduction to survey and harvest (1 June-31 January) as $\mathrm{S}_{\mathrm{i}}{ }^{(8 / 12)}$, where $S_{i}$ is annual survival in age category i. Likewise, we calculated survival from harvest to reproduction (1 February-31 May) as $\mathrm{S}_{\mathrm{i}}{ }^{(4 / 12)}$. For each year and age class, the survival value was randomly drawn from a normal distribution and was truncated at 1.0 to avoid survival $>1$. We chose to have the survival rates correlated with one another. The correlation varied between 0.7 and 0.8 , with stronger correlation set between males and females within adult age classes than between adult age classes and kittens. We considered the reproduction and survival rates uncorrelated.

We did all modelling using Microsoft Excel ${ }^{\circledR}$ software with PopTools add-in (Hood 2004). We set the initial population size in June year one to 100 family groups, of which $58 \%$ were females and $42 \%$ were males, and with the initial age-distribution given in Table 1. Our analyses were based on year 655 . The deterministic population growth ( $\lambda$ ), given the mean reproduction and survival shown in Table 2 , and without harvest, was 1.06 .

We modelled the effect of survey error as a single event. The estimated number of family groups in February was $N_{e}=N_{t} \times c_{\text {actual }} / c_{\text {assumed }}$; where $N_{t}$ was the actual number of family groups in the population at the time when the survey was done, based on the population model described above. The actual proportion of family groups found during the survey ( $\mathrm{c}_{\text {actual }}$ ) varied randomly between years according to a normal distribution with a mean of $\mathrm{c}_{\text {assumed }}$ and the corresponding standard deviations. The assumed proportion of family groups found during the survey ( $\mathrm{c}_{\text {assumed }}$ ) was con-

Table 1. Parameter values for survival (based on Andrén et al. 2006) and reproduction (based on Andrén et al. 2002, complemented with new unpublished data) and their variation for different age classes and sexes used in the population model.

| Yearly survival | Mean $( \pm \mathrm{SD})$ |
| :--- | :---: |
| Females, 0-1 year | $0.407( \pm 0.067)$ |
| 1-2 years | $0.900( \pm 0.090)$ |
| 2-3 years | $0.830( \pm 0.073)$ |
| $>3$ years | $0.830( \pm 0.073)$ |
| Males, 0-1 year | $0.463( \pm 0.076)$ |
| 1-2 years | $0.817( \pm 0.143)$ |
| 2-3 years | $0.791( \pm 0.090)$ |
| $>3$ years | $0.791( \pm 0.090)$ |
| Litter sizes |  |
| Females 2 years | $0.455( \pm 0.312)$ |
| Females $\geq 3$ years | $1.543( \pm 0.122)$ |

stant throughout a simulation and set to $0.7,0.8$ or 0.9 depending on the selected survey effort.

The actual proportion of family groups found ( $c_{\text {actual }}$ ) is most likely $<1$ due to e.g. weather and snow related difficulties, survey efforts and budget limits, but may be $>1$, as one family group can be counted as two, thereby causing overestimation of the population. Since the survey counts the number of family groups and not single individuals, the estimated number of family groups in February, $\mathrm{N}_{\mathrm{e}}$, depended not only on the value and standard deviation of $\mathrm{c}_{\text {actual }}$, but also on the variation in reproduction and survival of kittens from birth to survey. Thus, the variation in estimated number of family groups in February included both the variation in reproduction and survival as well as the survey error.

Harvest quotas have been decided each November/December by the Swedish Environmental Protection Agency (EPA) and are based on the number of family groups found in the survey in February (i.e. 10 months earlier). Thus, there is a lag of almost

Table 2. The stable age distribution in June (i.e. with new-born kittens) given the survival and reproduction values of the initial population.

| Age, class and gender | Percent of population |
| :--- | :---: |
| Female, kitten | 17.1 |
| 1-year old | 6.8 |
| 2-years old | 5.7 |
| $\geq$ 3-years old | 21.6 |
| Male, kittens | 17.1 |
| 1-year old | 7.6 |
| 2-years old | 5.9 |

a year between the survey and the harvest decision. The annual harvest rate has varied between 2.3 and $11.3 \%$ of the estimated total lynx population within the reindeer husbandry area. The harvest quota (number of lynx) within the reindeer husbandry area from 1998 to 2006 decided by the Swedish EPA has been linearly related to the estimated number of family groups the preceding year $\left(\mathrm{r}^{2}=0.843, \mathrm{df}=7\right.$, $\mathrm{P}<0.001$; Fig. 1); $\mathrm{H}_{\mathrm{t}}=1.14 \times \mathrm{N}_{\mathrm{e}}-85$. We used this relationship in the simulations. Thus, the harvest strategy in the simulation was a proportional threshold harvest described as: If $\mathrm{N}_{\mathrm{e}}<90$ then $\mathrm{H}_{\mathrm{t}}=$ 0 ; If $\mathrm{N}_{\mathrm{e}} \geq 90$ then $\mathrm{H}_{\mathrm{t}}=1.14 \times \mathrm{N}_{\mathrm{e}}-85$ where $\mathrm{N}_{\mathrm{e}}$ is the estimated number of family groups in the most recent survey. In years without survey, the harvest quotas remained the same as in the preceding year. Of the harvest, $40 \%$ were females and $60 \%$ were males with equal distribution across age classes. The harvest took place the following winter, and we assumed that all lynx in the quota were harvested.

Given the relationship between harvest and number of family groups $\left(\mathrm{H}_{\mathrm{t}}=\left(1.14 \times \mathrm{N}_{\mathrm{e}}\right)-85\right)$, the conversion factor of 6.14 of family groups to total population size (Andrén et al. 2002) and the deterministic growth rate without harvest ( $\lambda=1.06$, estimated from survival and reproduction given in Table 2), the modelled lynx population is deterministically balancing at 110 family groups or 675 individuals.

## Evaluation of monitoring strategies in relation to the management objectives

The simulation procedure for the population dynamics and monitoring is shown in Figure 2. We


Figure 1. Relationship between the number of family groups in February and the harvest quota decided by Swedish EPA in November the same year (i.e. 10 months later).
evaluated three different survey accuracies and four different survey intervals and a state dependent (adaptive) survey strategy. For each scenario, 1,000 replicates were run and the results were collected as frequencies of different outcomes over 50 years. The outcomes that we calculated were: 1) proportion of cases during simulation in which the simulated population included $<80$ family groups, 2 ) proportion of cases during simulation where the simulated population increased to $>120$ and $>140$ family groups, respectively, and 3) number of years with no harvest during the 50 years. In the adaptive survey model, we also counted the total number of surveys performed during the 50-year period at different accuracies.

## Description of reference case

As a reference case of our study, we chose management of the lynx population in the reindeer husbandry area in Sweden.

The reindeer husbandry area covers $52 \%$ ( $213,000 \mathrm{~km}^{2}$ ) of the Swedish land area (SOU 2006:14) and includes the three northernmost counties of Sweden (Norrbotten, Västerbotten and


Figure 2. Flow chart describing the sequence of steps in the simulation of lynx monitoring and management.

Jämtland), as well as parts of the counties of Dalarna and Västernorrland. On average, the total number of reindeer in Sweden has been 255,000 during 2004-2008 (R. Doj, Sami parliament in Sweden, pers. comm.). Semi-domestic reindeer are part of a pastoral production system, where reindeer are herded by indigenous Sámi. The reindeer are moved between seasonal grazing ranges as part of the herding practices. Within the reindeer husbandry area, the reindeer make up the main prey for lynx (Haglund 1966, Pedersen et al. 1999). Large carnivores cause substantial losses for reindeer herders, lynx and wolverine Gulo gulo being the most important predators (Swenson \& Andrén 2005).

The total Swedish lynx population size has been approximately 290 family groups during 2004-2008 (271-309 family groups monitored in FebruaryMarch; Andrén \& Liberg 2008), which corresponds to approximately 1,500-1,800 individuals (Andrén et al. 2002). The current management goal for the lynx population in Sweden is to maintain at least 300 family groups based on the winter survey (SOU 2007:89), and that the majority of the lynx population should be found outside of the reindeer husbandry area, i.e. in the southern half of Sweden. The lynx population in the reindeer husbandry area was about 115 family groups with an increasing trend from 97 to 141 during 2004-2008 (Andrén \& Liberg 2008), corresponding to an average of 700 individuals. The aim of the management of lynx in the Swedish reindeer husbandry area is to balance reindeer losses due to predation with conservation of the lynx.

Within the reindeer husbandry area, the county administration boards have been monitoring lynx annually since 1996. The survey is performed during January and February by snow-tracking and identifying family groups, i.e. adult females with nine month old kittens. Moreover, as kittens usually stay with their mothers until they are 10 months old, and because mating does not occur until late March, tracks in the snow from two or more lynx travelling together during January and February almost always indicate a family group (Linnell et al. 2007a). We separated observations from each other using distance rules based on observed home-range sizes and movements rates (Linnell et al. 2007b). Sampling error could be caused by counting two neighbouring family groups as one or by counting groups with wide movements as two families, causing underestimation or overestimation of the population, respectively. In 2006, the total cost for
the lynx survey within the reindeer husbandry area in Sweden was almost 5 million SEK $\sim$ approximately € 480,000 (Swedish EPA, pers. comm.).

## Results

In general, monitoring strategies with higher accuracy improved the management performance, i.e. the lynx population remained within the preferred population interval for a larger proportion of the time. With more effort put into monitoring, i.e. increasing the proportion of family groups found and concurrently decreasing the error of this estimate from $0.7( \pm 0.2 \mathrm{SD})$ to $0.9( \pm 0.05 \mathrm{SD})$, the probability that the population dropped below 80 family groups was halved (from 0.14 to 0.07 ; Fig. 3). When the interval between surveys was increased, the probability of the lynx population dropping below 80 family groups increased (Fig. 3 and Table 3). However, a more accurate survey usually performed better than a less accurate survey even if performed less frequently (see Fig. 3). The probability that the population dropped below 80 family groups decreased from 0.14 at accuracy $0.7( \pm 0.2)$ performed every year, to 0.10 at accuracy $0.9( \pm$ $0.05)$ performed every fourth year. With complete knowledge of the population (i.e. accuracy $1.0 \pm 0$ ), the probability of the population decreasing below 80 family groups varied between 0.08 if survey was performed every year and to 0.10 if survey was performed every fourth year.

The probability that the population exceeded 120


Figure 3. Probabilities (mean of proportion of time) that the number of lynx family groups was below 80 during a 50 -year period for the three different survey accuracies, $\left(\mathrm{c}_{\text {assumed }}=0.7,0.8\right.$ or 0.9$)$, as well as for perfect knowledge $\left(\mathrm{c}_{\text {assumed }}=1.0\right)$ and the four different survey intervals (1-4 years).

Table 3. Probabilities (mean $\pm$ SD) that the population will drop below 80 family groups and exceed 120 and 140 family groups, and the proportion of years (mean $\pm$ SD) with no harvest at different survey accuracies and intervals.

| Survey conditions |  | Results |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Proportion found $( \pm \mathrm{SD})$ | Survey Interval (years) | Probability $<80$ family groups | $\begin{aligned} & \text { Probability > } 120 \\ & \text { family groups } \end{aligned}$ | $\begin{aligned} & \text { Probability > } 140 \\ & \text { family groups } \end{aligned}$ | Proportion of years with no harvest |
| $0.7( \pm 0.2)$ | 1 | $0.135( \pm 0.12)$ | $0.283( \pm 0.18)$ | $0.110( \pm 0.12)$ | $0.375( \pm 0.11)$ |
|  | 2 | $0.189( \pm 0.15)$ | $0.272( \pm 0.19)$ | $0.118( \pm 0.13)$ | $0.396( \pm 0.12)$ |
|  | 3 | $0.214( \pm 0.15)$ | $0.302( \pm 0.19)$ | $0.154( \pm 0.15)$ | $0.436( \pm 0.12)$ |
|  | 4 | $0.267( \pm 0.18)$ | $0.289( \pm 0.19)$ | $0.153( \pm 0.15)$ | $0.429( \pm 0.14)$ |
| $0.8( \pm 0.1)$ | 1 | $0.075( \pm 0.08)$ | $0.353( \pm 0.18)$ | $0.134( \pm 0.12)$ | $0.224( \pm 0.11)$ |
|  | 2 | $0.091( \pm 0.09)$ | $0.344( \pm 0.17)$ | $0.134( \pm 0.12)$ | $0.226( \pm 0.12)$ |
|  | 3 | $0.114( \pm 0.10)$ | $0.353( \pm 0.18)$ | $0.152( \pm 0.13)$ | $0.293( \pm 0.13)$ |
|  | 4 | $0.131( \pm 0.11)$ | $0.348( \pm 0.18)$ | $0.165( \pm 0.14)$ | $0.272( \pm 0.14)$ |
| $0.9( \pm 0.05)$ | 1 | $0.065( \pm 0.06)$ | $0.347( \pm 0.18)$ | $0.121( \pm 0.12)$ | $0.175( \pm 0.10)$ |
|  | 2 | $0.080( \pm 0.07)$ | $0.344( \pm 0.17)$ | $0.131( \pm 0.12)$ | $0.183( \pm 0.12)$ |
|  | 3 | $0.091( \pm 0.08)$ | $0.364( \pm 0.17)$ | $0.151( \pm 0.13)$ | $0.241( \pm 0.12)$ |
|  | 4 | $0.102( \pm 0.09)$ | $0.366( \pm 0.17)$ | $0.162( \pm 0.13)$ | $0.209( \pm 0.13)$ |
| $1.0( \pm 0.0)$ | 1 | $0.067( \pm 0.06)$ | $0.340( \pm 0.18)$ | $0.121( \pm 0.12)$ | $0.165( \pm 0.11)$ |
|  | 2 | $0.078( \pm 0.07)$ | $0.347( \pm 0.17)$ | $0.125( \pm 0.12)$ | $0.166( \pm 0.12)$ |
|  | 3 | $0.081( \pm 0.07)$ | $0.363( \pm 0.16)$ | $0.147( \pm 0.12)$ | $0.218( \pm 0.12)$ |
|  | 4 | $0.105( \pm 0.09)$ | $0.355( \pm 0.17)$ | $0.150( \pm 0.12)$ | $0.206( \pm 0.13)$ |

family groups increased with higher accuracy in the survey and varied between 0.27 and 0.37 (Fig. 4). The probability that the population exceeded 140 family groups increased with survey frequency, but not with survey accuracy. For all monitoring strategies, the probability that the population would exceed 120 family groups was higher than the probability that the population would drop below 80 family groups (see Table 3 ).

The number of years with no harvest was higher


Figure 4. Probabilities (mean of proportion of time) that the number of lynx family groups was $>120$ family groups during a $50-$ year period for the three different survey accuracies ( $\mathrm{c}_{\text {assumed }}=0.7$, 0.8 and 0.9 ), as well as for perfect knowledge ( $\mathrm{c}_{\text {assumed }}=1.0$ ), and the different survey intervals (1-4 years).
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for the less reliable surveys (Fig. 5), ranging between 21.4 years out of 50 years ( $42.9 \%$ ) for accuracy 0.7 $( \pm 0.2)$ performed every fourth year and 8.7 years ( $17.4 \%$ ) for accuracy $0.9( \pm 0.05)$ performed every year. With complete knowledge (accuracy $1.0 \pm 0$ ) and survey performed every year, the number of years with no harvest was 8.2 years out of 50 years (16.5\%).

When using the state-dependent monitoring scheme, with a survey every year if the population


Figure 5. Mean proportion of years with no harvest during a 50 year period for three different survey accuracies ( $\mathrm{c}_{\text {assumed }}=0.7,0.8$ and 0.9 ), as well as for perfect knowledge ( $\mathrm{c}_{\text {assumed }}=1.0$ ) at different survey intervals (1-4 years).


Figure 6. Total number of surveys performed during a 50 -year period at different survey accuracies ( $\mathrm{c}_{\text {assumed }}=0.7,0.8$ or 0.9 ), as well as for perfect knowledge ( $\mathrm{c}_{\text {assumed }}=1.0$ ), with adaptive survey policy. Surveys were performed every year when population according to the most recent survey was $<90$ family groups, and with the alternative interval when the population was $>90$ family groups.
was $<90$ family groups, and alternatively 2-4 year intervals, the number of surveys during the 50 -year period varied between $18( \pm 4.1)$ and $29( \pm 2.8)$ at a survey accuracy of $0.9( \pm 0.05)$. The number of surveys performed at a less reliable survey 0.7 $( \pm 0.2)$ varied between $26( \pm 2.9)$ surveys when maximum survey interval was four years, and 33 ( $\pm 5.3$ ) when maximum survey interval was two years (Fig. 6). The proportion of years with no harvest was highest ( 0.43 ) at the least reliable survey ( $0.7 \pm 0.2$ ) with an alternative survey interval of two years. With state-dependent monitoring, complete knowledge and alternative survey interval of four years, the proportion of years with no harvest decreased to 0.175 .

## Discussion

Based on our study, managers should design the survey in a manner which secures that the accuracy is at least 0.8 , and when financial resources are limited, managers are better off increasing survey accuracy rather than decreasing survey interval. This level relates well to the current monitoring accuracy in Scandinavia. During four monitoring events in Sweden during 1996-2004, five of seven ( $71 \%$ ) radio-marked family groups, and 15 of 17 ( $88 \%$ ) radio-marked individuals were found (Liberg \& Andrén 2006). The distinct difference in the probability of the population dropping below 80
family groups between accuracy $0.7( \pm 0.2)$ and accuracy $0.8( \pm 0.1)$, implies that it is beneficial to increase the accuracy, and thereby decreasing the error of the survey. In Norway, such an improvement of the survey was achieved by tracking along deliberate lines instead of randomly tracking lynx during the survey (Linnell et al. 2007a). Besides increasing the survey intensity, the accuracy can also be improved by allowing more days to pass between snowfall and the monitoring event. Based on two large field surveys in Norway in 1999 and 2001, Linnell et al. (2007a) found that $80 \%$ of the lynx individuals were detected at surveys performed three nights after snowfall, and that $91 \%$ were detected at surveys performed five nights after snowfall.

The quantitative performance levels in our study are related to the assumptions and simplifications that are used in all simulations, and thus not to a real Eurasian lynx population located within the reindeer husbandry area of northern Sweden. However, we believe that the performance rankings of the monitoring strategies investigated are reliable, as we used survey accuracies reported from field tests and relevant estimates of survival and reproduction.

The frequency of monitoring had less effect on management performance than it did on the reliability of the survey. Our results concord with Pople (2008) who similarly found that the increasing survey precision decreased the probability of the population of kangaroo Macropus sp. dropping to an unacceptably low level (i.e. quasi-extinction) even with decreased survey frequency. However, we also need to take into account the time it takes for managers to respond to changes in population size. Solberg \& Sæther (1999) showed that it took on average two years for moose managers to respond to changes in the population. Decreasing the survey frequency would further increase the harvest response time to changes in population size, and thus reduce the management performance. In our simulation, the harvest quotas remain constant over the years with no surveys. This exaggerates the effect of over- or underharvesting at lower monitoring frequency.

The large between-year variations in reproduction add to the difficulties of accurately predicting the population development. If a relatively small proportion of females reproduce one year, the population size will be underestimated in a survey. As a consequence, all decisions based on this survey may reinforce the pattern and cause an under-
harvest of the population. Likewise, if a relatively high proportion of females have reproduced, the population may be overestimated and subsequently lead to an overharvest. The effect of such over- or underestimates will be stronger if the survey interval is longer.

Even with perfect knowledge of the number of family groups of lynx in February, the population was below the desired level $8-10 \%$ of the time (see Fig. 3). These failures occur because of the variations in both reproduction and survival, and because the survey is performed in February and the harvest quota is decided 10 months later. The management performance measures would improve if the harvest quota for the harvest in March was based on the monitoring results obtained in January-February, just before. In this way, harvest quotas would be based on the latest population estimate, with less time for variation in survival and reproduction.

In our study, the goal was to maintain a population at approximately 100 family groups, and the management was considered successful at population levels between 80 and 120 family groups. In the simulations we used a harvest strategy based on the harvest decisions made by the Swedish EPA. As this harvest strategy deterministically balances the lynx population at 110 family groups or 675 individuals, it is not surprising that it was more likely to get a population $>120$ family groups than $<80$ family groups.

The differences between survey accuracies and frequencies were not as apparent when looking at the proportion of time the population increased above 120 or 140 family groups. This likely depends on the used harvest strategy being conservative, as management authorities today are committed to a precautionary approach (Harwood \& Stokes 2003). Hauser \& Possingham (2008) also showed that an action (harvest strategy) with known moderate benefits is preferred over a strategy with uncertain but marginally larger expected benefits. To further improve the management performance, the optimal harvest strategy should be evaluated along with the optimal monitoring interval and reliability in order to find a robust strategy (Milner-Gulland et al. 2001). Whether the higher risks of a population increasing above the upper threshold are acceptable, is a function of the cost for maintaining such high populations, and would best be determined after discussions among the managers and stakeholders.

Our study also raises the question of which temporal and spatial scale the management should be performed at. While our study investigated the management of about 100 family groups, management may occur at a much smaller management scale, as regional or local management is voiced as an alternative. Managing at a smaller scale (i.e. fewer lynx family groups) would probably decrease the management performance, as variation in growth rate increase due to a larger effect of demographic stochasticity on smaller populations (Lande et al. 2003). A different temporal scale may also alter the management strategies. For example, if management uses discount functions which weigh future rewards more heavily, it does not necessarily encourage active learning of the populations' reactions to management measures, and consequently will result in more conservative harvest strategies (Moore et al. 2008).

At lower population densities, it may be needed to improve the survey effort further, in order to have similar detectability as in an area with higher density (Linnell 2007a). In our study, the improvement in performance was only marginal between a survey accuracy of $0.8( \pm 0.1)$ and higher accuracies. Thus, it is important to weigh the benefit from increasing the survey accuracy against the added costs (Wilson \& Delahay 2001). Improving the survey accuracy from 0.8 to 0.9 , may be an unreasonable cost in relation to the benefits of management of such an improvement. In this case, the combination of several different survey methods may result in a more reliable result, and still be affordable (Månsson et al. submitted manuscript).

Hauser et al. (2006) showed that it is more important to have frequent surveys when the population level is close to population thresholds. The need to monitor depends on the level of the previous population estimate, and also on the precision of the estimate. The use of threshold surveys (i.e. to survey more frequently when a previous survey is below a threshold) showed that at lower survey reliabilities, the number of surveys needed increased. The economical gain from doing a less reliable survey may thus be absorbed by the fact that surveys have to be performed more often.
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