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ORIGINAL ARTICLES

Small sample size problems in wildlife ecology: a contingent 
analytical approach

John A. Bissonette

Bissonette, J.A. 1999: Small sample size problems in wildlife ecology: a 
contingent analytical approach. - Wildl. Biol. 5: 65-71.

Administrative, political, and natural history constraints on the design of 
research studies in ecology often result in small data sets. In this paper, I 
identify some problems associated with small data sets and describe a con
tingent process for data analysis. I argue that exploring small data sets is 
heuristic and can be a valuable first step in the formulation of biologically 
interesting hypotheses.
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W ildlife studies by their nature and especially those 
involving species with sparse distributions often are 
characterised by small sample size, although notable 
exceptions exist, e.g. Berger 1986, G eist 1971, Sin
clair 1977, M cCullough 1979, C lutton-Brock & Ball 
1987. Bears Ursus sp. and wolves Canis lupus in 
both Europe and North Am erica are exam ples of 
sensitive, top level species for which political con
cerns and low population num bers appear to con
tribute to a lim ited data collection and often insuffi
ciently replicated data sets. Similarly, m ountain lions 
Felis concolor in North A m erica are difficult to study 
because o f their position as top carnivores and their 
w ide-ranging habits. These species often operate 
over larger spatial and tem poral scales, and often 
require longer-term  studies over larger spatial extents 
to effectively capture the relevant dynamics. H ow 

ever, studies with lim ited sample sizes can be ex
trem ely useful. Studies involving experim ental tech
niques to breed endangered species held in captivity 
for subsequent release o f adults and progeny into the 
wild, (red wolves Canis niger (M oore 1990, Jenks & 
W ayne 1992), condors Gymnogyps californianus 
(Kiff, M esta & Wallace 1996), whooping cranes 
Grus americana (Longm ire, Gee, H ardekopf & M ark 
1992, Cannon 1996)) are valuable even though sam
ple size is generally small. Unfortunately, in some 
studies there is a tendency to generalise small sample 
size results beyond the appropriate boundaries.

In addition to natural history constraints, political 
sensitivity, changing adm inistrative priorities o f 
funding sources, and funding constraints, viz., two- 
year m aster’s level graduate studies, influence the 
length and intensity with which m ost research pro
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jects are conducted, often resulting in smaller data 
sets for a wide variety o f studies. For example, 
W eatherhead (1986) found that the length o f over 
300 studies that he review ed lasted an average of 
only 2.5 years. Further, Tilm an (1989) reported that 
only 1.7% o f field studies reported in the journal 
Ecology lasted 5 years or more, and only 7% o f 180 
papers that involved experim entation lasted 5 years 
or more; a large num ber (N = 72) lasted less than one 
year (see M ay 1994). A lthough during the past 10 
years there has been an increased appreciation for 
studies o f longer duration and larger spatial scale, the 
problem  will still continue to plague ecology and the 
wildlife profession. In the two years (1988-1989) I 
served as A ssociate Editor o f the Journal o f W ildlife 
M anagem ent, the m ost com m on com plaint from  re
viewers involved small sam ple size.

M y purpose here is to present one approach to the 
small sam ple size problem . M y objective was to 
develop a m ultiple regression model to predict bam  
owl Tyto alba  reproductive success from  several 
habitat characteristics; however, the use o f autom at
ed m ultiple regression model selection techniques, 
e.g. stepwise selection, often hides im portant aspects 
o f data. Additionally, and apparently not generally 
recognised, there is a  general tendency for ecologists 
to “overem phasize the potential role o f significance 
testing in . . . . scientific practice” (Yoccoz 1991) to the 
detrim ent o f  b io log ical understanding. Yoccoz 
(1991) further stated that “m ost biologists and other 
users o f statistical m ethods seem  still to be unaware 
that significance testing by itself  (italics mine) sheds 
little light on the questions they are posing” . Thus, I 
adopted the philosophy o f model selection recom 
m ended by Henderson & Velleman (1981) as an al
ternative approach. The approach is deliberately con
tingent: results at each step in the progressive analy
ses were evaluated, and the decisions about how to 
proceed to the next step were based on results from  
the preceding step and on biological insight (e.g. 
M yers 1990, Neter, W asserm an & K utner 1985).

Analytical problems with small data sets

Small data sets pose structural problem s for the in
vestigator:
1) It is difficult to evaluate assum ptions o f the anal

yses, including the forms o f the relationships be
tween the response and explanatory variables.

2) Evaluation o f any chosen model is ambiguous.

Characteristics o f  collinearity, outliers, and influ
ential points that interfere in model selection for 
data sets o f reasonable size are even m ore prob
lematic with small data sets because they are 
m ore difficult to assess.

3) W hen the sample size is small or when the num 
ber o f fitted param eters is a m oderate to large 
fraction o f the sample size, m ost model selection 
procedures will lead to models that appear to 
have high explanatory power and that select as 
significant, explanatory variables that are not 
truly related to the response (Freedm an 1983, 
Freedm an & Pee 1989, Hurvich & Tsai 1989).

There are additional concerns to be aware of when 
analysing small data sets. One risk involves the 
repeated analyses o f the same set o f data in a search 
for models that fit the data well. Consequently, a 
model m ay be fitting the random  variation in the data 
set on which it is based, rather than the underlying 
biological relationship. As a result, the predictive 
ability o f the model for a second, sim ilar data set may 
be less than for the data upon which it was built 
(Neter et al. 1985, M aurer 1986). Prediction bias is 
increased when the num ber o f observations is small 
w ith respect to the num ber o f predictors (M agnusson 
1983, Verbyla 1986). M aurer (1986), Rotenberry 
(1986), and more recently A nderson & Burnham  
(1998) have discussed in detail the problem s associ
ated with predictability o f wildlife habitat models.

However, small data sets can be valuable for gen
erating realistic hypotheses and testable models. All 
ecological models attem pt to simplify the com plexi
ty o f nature, using usually easily m easured variables 
in equations that represent ecological relationships. 
But sim plification o f analytical models necessitates 
trade-offs between generality, precision, and realism 
(Levins 1968). In statistical correlation models, this 
trade-off may not apply. However, correlation points 
to pattern in ecology and to interesting questions for 
which we seek explanation.

No single criterion determ ines the 'best' model. 
Rather, model evaluation takes into account all crite
ria, as well as biological insight. D ifferent criteria 
address different aspects o f model goodness o f fit:
1) One m easure o f goodness o f fit is the adjusted 

coefficient o f multiple determ ination, R 2, the pro
portion o f  the variation of the response variable 
that is jointly  explained by the explanatory vari
ables included in the model. W hereas R2 always 
increases with the addition o f an explanatory 
variable to the m odel, the adjusted R2 increases
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only if an added explanatory variable results in an 
improved fit o f the model to the data (Zar 1996). 
This is especially im portant when sample size is 
small and the num ber o f explanatory variables in 
the model relatively large because the adjustment 
is considerable (Sokal & R ohlf 1995). Among 
com peting models, the one with the largest ad
justed R2 is favoured.

2) The error or residual m ean square, s2, another 
measure o f goodness o f fit, expresses variation in 
the residuals from  the model (M yers 1990). Be
cause the residual is the difference between ob
served value and the value predicted by the m od
el, the model with the sm allest s2 is favoured. In 
selecting a 'best' m odel, balance between increas
ed bias due to underfitting, i.e. failing to include 
im portant explanatory variables, and increased 
variance due to overfitting, i.e. incorporating un
necessary variables, m ust be achieved.

3) M allow ’s Cp expresses variance plus bias, and 
thus is useful in discrim inating between com pet
ing models (M yers 1990). The model with the 
sm allest Cp is favoured. W hen the sample size is 
small, the data set cannot be split for validation 
reasons.

4) The PRESS (Prediction Sum o f Squares) statistic 
is a criterion that can be used as a form  o f valida
tion (M yers 1990). Each observation is set aside 
in turn, and a model is fit to the rem aining obser
vations in the sample. U sing this m odel, the delet
ed response is estim ated, and the PRESS residual 
is com puted. The PRESS statistic is com puted as 
the sum o f squared residuals over all observa
tions. A m ong com peting models, the model with 
the sm allest PRESS statistic is favoured.

Data set

A ult (1982) collected data on bam  owl reproductive 
success from  11 nest sites over a 5-year period in 
Jackson County, near Eldorado, Oklahom a USA 
(Table 1). Six habitat variables were m easured w ith
in a 1-km radius o f each nest site. N est sites were 
found in the bottom  o f em pty cisterns (dry water 
wells). The variables he m easured included: 1) road 
length (km); 2) edge length (measured as the linear 
distance (km) o f contiguous habitats not including 
road edges); 3) area (ha) o f wheat or sorghum (here
after term ed grain); 4) m esquite Proposis glandular
5) herbland; and 6) an index o f habitat interspersion 
(obtained by counting the num ber o f discrete units o f 
each cover type w ithin the 1-km radius circle o f each 
cistern nest site and then summ ing the num ber of 
units o f each type across all cover types).

Contingent analyses

To avoid pseudoreplication (Hurlbert 1984), I used 
the cistern, not individual owls, as the sample unit. 
Regression analysis was perform ed using PROC 
REG in SAS and SYSTAT. Analysis proceeded as 
follows:
1) Reproductive success (# o f young fledged) was 

plotted against each o f the six explanatory vari
ables to assess the nature (linear or non-linear) o f 
the relationships and discover unusual points.

2) The set o f explanatory variables was explored for 
collinearity.

3) All possible regressions were fit and screened as 
potential candidate models based on adjusted R 2, 
M allow ’s C p, and s2 statistics.

Table 1. Observed and predicted reproductive success3 o f bam  owls nesting in empty cisterns, and mean values for six habitat variables 
measured within a 1-km radius o f each nest site in southwestern Oklahoma (USA), 1977-1981.

Nest site Rs„b Rspc Road length 1“ Edge Mesquite Herb Grain

1 3.40 3.23 4.00 57 20.86 45.6 72.5 190.3
2 3.00 3.03 3.79 36 17.89 119.8 12.9 177.7
3 4.00 3.07 3.95 32 16.41 71.4 60.2 170.5
4 1.33 0.92 2.00 16 11.42 238.1 0.0 72.2
5 2.80 1.94 2.90 27 16.19 152.7 1.4 149.9
6 2.75 2.87 3.64 19 9.14 239.2 0.0 64.4
7 0.20 1.23 2.00 17 13.61 187.6 4.6 121.1
8 2.25 3.39 3.97 15 4.73 12.7 12.4 282.1
9 0.00 -0.17 1.03 18 7.83 272.0 0.0 75.1
10 3.50 3.35 4.10 16 1.39 6.9 183.3 113.7
11 2.60 2.99 3.72 19 17.76 187.2 8.4 101.5

Mean number of young owls fledged over five years 
Observed reproductive success,
Predicted reproductive success 
Interspersion index
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4) Based on adjusted R2, Cp, and s2, a 
subset o f models was selected for 
further evaluation, and the PRESS 
statistic was com puted for each 
candidate model.

5) Residuals from  each model were 
exam ined to evaluate the assum p
tions o f linearity, normality, and 
hom oscedasticity and to identify 
potential outliers. Partial regres
sion plots and tests o f signifi
cance o f regression coefficients 
were used to assess the need for 
each variable. The susceptibility 
o f any given model to influential 
data points was exam ined using 
various influence diagnostics.

6) One model was chosen to repre
sent the data, based on the four 
criteria (adjusted R 2, Cp, s2 and 
PRESS statistics), tests o f signifi
cance, adherence to assumptions, 
susceptibility o f each model to 
influential data points, and b io
logical insight.
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Results

The scatter plots (Fig. 1) illustrate 
one source o f am biguity in small data 
sets: individual observations may be 
highly influential. Snedecor & C o
chran (1967: 175) state that “even the direction of 
inclination ... .  may elude you if r is between -0.3 and 
+ 0.3.” This type of am biguity m ay be m ost evident 
in Figure 1C. By om itting one or two arbitrarily cho
sen data points (see arrows in Fig. 1), the relationship 
between reproductive success and a given explanato
ry variable can appear positive or negative, linear or 
non-linear (e.g. Fig. 1 B, D), or even disappear (e.g.

Figure 1. Barn owl reproductive success plotted against the six explanatory variables 
road length (A), interspersion (B), edge length (C), grain area (D), mesquite (E) and 
herbland (F). Arrows indicate data points whose presence or absence can alter the qual
itative nature o f the relationship, indicating the sensitivity o f small data sets to single 
data points.

Fig. 1C, D). For this analysis, all data points were 
considered valid.

No relationship between edge length and observed 
reproductive success (r = 0.23) was apparent in the 
scatterplot. M esquite area exhibited a weak, negative 
linear relationship (r = -0.66); log-transform ed herb
land area (r = 0.53), grain area (r = 0.36), and inter
spersion (r = 0.49) exhibited weak, positive linear

Table 2. Pearson correlation coefficients for the six independent variables.

Grain
area

Mesquite
area

Road
length Interspersion

Edge
length

Log herbland 
area

Grain area 1.00 -0.77 0.53 0.36 0.09 0.51
Mesquite area 1.00 -0.76 -0.35 0.10 -0.89
Road length 1.00 0.38 0.11 0.71
Interspersion 1.00 0.72 0.44
Edge length 1.00 0.05
Log herbland area 1.00
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Table 3. Candidate models and model selection criteria for bam owl reproductive success.

Model Adjusted R2 Cp s2 PRESS

Road 0.80 0.20 0.35 4.40
Road, interspersion 0.81 1.13 0.33 5.90
Road, grain 0.80 1.53 0.35 6.15
Road, interspersion, grain 0.82 2.02 0.31 7.09

relationships. H erbland area was logarithm ically 
transform ed to achieve a m ore linear relationship. 
Road length (see Fig. 1 A) appeared m ost highly cor
related with observed reproductive success (r = 
0.91).

Simple correlation identified a potential collineari- 
ty problem  (Table 2). A large negative correlation 
(-0.89) existed between m esquite area and log-trans
form ed herbland area. M oderately large correlations 
were found for m esquite area and grain area (-0.77), 
m esquite area and road length (-0.76), road length 
and log-transform ed herbland area (0.71), and edge 
length and interspersion (0.72).

A m ultiple linear regression with all six explanato
ry variables was fit to the data. Variance inflation fac
tors, which represent the inflation o f regression coef
ficients due to correlation am ong the explanatory 
variables, were large (>10) for m esquite area and 
log-transform ed herbland area. A nother m easure of 
m ulticollinearity is the condition number. It is calcu
lated as the ratio o f the largest to the sm allest eigen
value o f  the correlation matrix for the explanatory 
variables. M ore formally, condition num ber is given 
as:

0  —  X-rnax / \ m in  (1)

where X. is the eigenvalue. N um bers greater than 
1,000 indicate serious m ulticollinearity problem s 
(M yers 1990). O ur condition num ber was 3,706. The 
large variance proportions indicated that collinearity 
appeared to involve the intercept, mesquite, grain, 
and to a lesser extent log-transform ed herbland areas. 
Consequently, as a first step m esquite area was 
dropped as an explanatory variable. The m ultiple lin
ear regression was re-fit w ithout m esquite area; no 
further evidence o f collinearity was found.

Four models were identified as potential candi
dates based on the first three criteria (Table 3). A 
larger adjusted R2, a sm aller Cp, a sm aller s2, or a 
sm aller PRESS generally indicates a better model. 
No one model provided the best perform ance on all 
four criteria. The model with road length alone pro
vided a reasonable fit to the data. Road length (x) was

positively associated with reproductive success (y) 
according to the following equation:

y = -1 .2 4 + 1 .1 2  x (2)

The standard errors for the intercept and slope esti
mates were 0.59 and 0.18, and the observed signifi
cance levels were 0.065 and 0.0001 (t-tests w ith d f = 
10), respectively; adjusted R 2 = 0.80.

Discussion

M ulticollinearity causes regression coefficients to be 
unstable and exists when the explanatory variables 
are redundant (M yers 1990). Even small changes in 
explanatory variables produce large changes in coef
ficient estimates. However, note that lack o f evidence 
does not confirm  that collinearity problem s no longer 
exist. A lthough other models, with additional vari
ables, were better in term s o f adjusted R 2, Cp, s2, or 
PRESS statistics, support for the inclusion o f addi
tional variables was insufficient, as indicated by tests 
o f significance for regression coefficients and partial 
regression plots. In addition, although the model with 
road length alone appeared to suffer from  the influ
ence o f individual data points, m ore com plex models 
were as susceptible or more so. The interpretation of 
the association between reproductive success and 
road length is biologically m eaningful. Bar ditches 
(ditches along the roadsides) with relatively high den
sities o f small m ammals were associated with each 
road segment, and fence posts lined most roads, pro
viding owl hunting perches. Accordingly, I chose the 
most parsim onious model.

The analysis suggests that reproductive success 
and road length are positively associated. However, 
this conclusion should not be accepted uncritically. 
Because the database is small, there is little guaran
tee that the linear association between road length 
and reproductive success would be evident in anoth
er data set. In addition, the power to detect associa
tions o f even m oderate strength is low. Interspersion,
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am ount of area in grain, and am ount o f area in 
mesquite may be non-linear, how ever in this paper I 
focused on linear relationships. Possible non-lineari
ties were not explored for the following reasons. 
There are hints o f associations between reproductive 
success and other explanatory variables for which 
form  and strength are determ ined by a single data 
point (e.g. see Fig. IB , D). W hen sam ple size is 
small, the estim ates o f the likely size o f chance error 
in the regression results are im precise and there is 
scant basis for checking model assum ptions like lin
earity, normality, and homoscedasticity. In addition, 
the nature o f this data set is observational, not exper
imental, and cannot reliably determ ine the m echa
nism s involved. There may well be unobserved and 
unm easured variables that influence bam  owl repro
ductive success. Consequently, care should be taken 
not to interpret the results as a confirm ation o f asso
ciations w ithout additional and corroborating data.

One o f the m ost profitable uses o f small data sets 
is to generate interesting questions and hypotheses 
for future studies. The patterns uncovered may sug
gest general conclusions that allow one to devise 
experim ental field studies. Even further, a 'logical 
tree' (Platt 1964) can be em ployed where a hierarchy 
o f groups o f hypotheses can be sequentially tested in 
a m echanistic approach (Price 1986) to discover why 
the pattern occurs. It is my observation that this step- 
down approach is sometim es preceded by intriguing 
results from  often-sm all data sets that have been sub
jected  to pattern analyses o f some sort. This, perhaps, 
is the strongest reason why it is fruitful to explore 
lim ited data sets. Exploratory data analysis methods 
can prove m ost helpful and may point to scale-sensi
tive effects that need to be addressed.

Small sample sizes will continue to plague ecolo
gists. I argue that these kinds o f data are important, 
but that extrem e care m ust be taken in both the analy
ses em ployed and the interpretations made. I suggest 
that contingent data analyses procedures promote 
conservative interpretations and can be used heuristi- 
cally to illum inate patterns and interesting questions 
in ecology. As Tukey (1980; cited in Yoccoz 1991) 
suggested: “finding the question is often more im por
tant than finding the answer” . I have illustrated one 
possible approach here.
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