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REFERENCE CONDITION APPROACH

Evaluating AUSRIVAS predictive model performance
for detecting simulated eutrophication effects
on invertebrate assemblages

Susan J. Nichols1,2, Trefor B. Reynoldson1,3, and Evan T. Harrison1,4

1Institute for Applied Ecology, University of Canberra, Australian Capital Territory 2601, Australia

Abstract: Confidence in any bioassessment method is related to its ability to detect ecological improvement or
impairment. We evaluated Australian River Assessment (AUSRIVAS)-style predictive models built using reference-
site data sets from the Australian Capital Territory (ACT), the Yukon Territory (YT; Canada), and the Laurentian
Great Lakes (GL; North America) area. We evaluated model performance as ability to correctly assign reference
condition with independent reference-site data. Evaluating model ability to detect human disturbance is generally
more problematic because the actual condition of test sites is usually unknown. Independent reference-site data
underwent simulated impairment by varying the proportions of sensitive, intermediate, and tolerant taxa to simu-
late degrees of eutrophication. Model performance was related to differences in data sets, such as number and
distribution of invertebrate taxa. Sensitive taxa tended to have lower expected probabilities of occurrence than
more-tolerant taxa, but the distribution of taxa grouped by tolerance categories also differed by data set. Thus, the
models differed in ability to detect the simulated impairment. The ACT model performed best with respect to
Type 1 error rates (0%) and the GL model the worst (38%). The YT model performed best (10% error) for
detecting moderate impairment, and the ACT model detected all severely impaired sites. AUSRIVAS did not assign
most mildly impaired sites to below-reference condition, but a reduction in observed/expected values for some of
the mildly impaired sites was observed. Models did not detect mild impairment that simply changed taxon abun-
dances because presence–absence data were used for models. However, in comparison with other models de-
scribed in this special issue (that did use abundance data), the AUSRIVAS model performance was comparable or
better for detecting the simulated moderate and severe impairments.
Key words: reference condition approach, AUSRIVAS, simulated impairment, bioassessment, predictive modeling,
macroinvertebrates

The Australian River Assessment System (AUSRIVAS) has
been Australia’s national standard method for biological
assessment of river health for over a decade (Davies 2000,
Simpson and Norris 2000, eWater CRC 2012). AUSRIVAS
consists of a standardized invertebrate sampling method,
predictive models, and software for assessing river health
(Simpson and Norris 2000) that uses the reference-condition
approach (Reynoldson et al. 1997). Adoption of AUSRIVAS
bioassessment by water and environment agencies was
rapid with implementation into state policy and regulatory
frameworks and a variety of environmental management
settings, by government, community, and industry (Davies
2000). AUSRIVAS has been used for targeted impact as-
sessment (e.g., Marchant and Hehir 2002, Sloane and Nor-
ris 2003, Nichols et al. 2006, Growns et al. 2009, White

et al. 2012), state/regional assessments of river condition
(e.g., Turak et al. 1999, ACT Government 2006, Rose et al.
2008, Norris and Nichols 2011), community-based river
assessment programs (e.g. WaterWatch; Davies 2007), and
very broad-scale assessment at multijurisdictional and na-
tional levels (Turak et al. 1999, Norris et al. 2001a, b, EPA
2004, Davies et al. 2010, Harrison et al. 2011). A major
strength of national systems like AUSRIVAS, River Inver-
tebrate Prediction and Assessment System (RIVPACS) and
Canadian Aquatic Biomonitoring Network (CABIN) is the
broad-scale bioassessment and biomonitoring opportunities
such programs allow (Rosenberg et al. 2000, Wright et al.
2000, Norris et al. 2001a, 2007). For example, AUSRIVAS
data were the only data with national coverage used to re-
port in-stream biological condition for Australia’s 2011 State
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of the Environment report (Harrison et al. 2011). Thus,
AUSRIVAS has national significance for monitoring and
assessing river condition in Australia.
In a review of alternatives to the River Invertebrate Pre-

diction and Classification system (RIVPACS)-style predic-
tive models, Johnson (2000) concluded that it was a robust
approach for predicting assemblage structure and found
no compelling reason justifying a change to other tech-
niques. The AUSRIVAS method has produced models that
work well in many of Australia’s varied environments, and
they have proved useful for river assessment (for further
examples see Marchant and Hehir 2002, Hose et al. 2004,
Metzeling et al. 2006, Nichols et al. 2010). However, since
Johnson’s review, other modeling methods have been used
more extensively (Linke et al. 2005, Van Sickle et al. 2006,
Chessman 2009, Webb and King 2009, Aroviita et al. 2010,
Feio and Poquet 2011), and investigators have identified
some limitations of the AUSRIVAS approach. For exam-
ple, model performance is poor where reference sites are
problematic or lacking (Chessman et al. 2010).
Implementation of national-scalewater reforms and stat-

utory water planning (Tomlinson and Davis 2010, Connell
2011, EU 2012) will necessitate evaluation of interventions
designed to improve river conditions. Renewed pertinence
of adequate assessment tools and continued advances in
river assessment methods have prompted interest in devel-
opment of new and improved tools for assessing ecological
effects of human activities. Given the large initial invest-
ment in the AUSRIVAS approach, the utility of the method,
and almost 20 y of experience since its inception, an ap-
praisal seems timely and was one motivation prompting
this special series of papers.
User confidence in any bioassessment modeling method

is related to the method’s ability to detect ecological im-
provement or impairment. Updating of predictive models
that are in widespread use or introduction of alternative
modeling options should involve careful evaluation and
comparison of their performance. Evaluations of model
performance generally are based on how well models pre-
dict group membership of reference sites and how well
models predict the taxa found at new reference sites (Coysh
et al. 2000, Hawkins et al. 2000). Such validation usually in-
volves a data set of reference sites that are independent of
those used to create the predictive model. However, eval-
uating the ability of models to detect human disturbance
is more problematic than validating with reference sites
because the biological condition of test sites is usually un-
known. One approach is to use simulated impairments to
determine the sensitivity of a method for detecting impair-
ment (Cao and Hawkins 2005, Bailey et al. 2012). Evaluat-
ing both Type 1 and Type 2 error rates provides a better in-
dication of model performance.
We used independent reference sites and simulated im-

pairment (Bailey et al. 2014) to evaluate AUSRIVAS-style
models built from reference-site data collected in Austra-

lia, the Yukon Territory (Canada), and the Laurentian Great
Lakes (GL) area of North America to compare model per-
formance for 3 very different environments. Independent
reference-site data were artificially impaired to simulate
3 degrees of eutrophication. Evaluating model performance
in this way allowed us to test the ability of models to detect
known impairment. The results provided by the standard
AUSRIVAS method used in our study form the basis for
comparison with other modeling methods presented in
this special series.

METHODS
Data sets
Authors of all papers in this special series analyzed the

same data sets (described in full by Bailey et al. 2014). The
reference-site data (invertebrate and environmental data)
were collected from wadeable streams in the Australian
Capital Territory (ACT) region (i.e., the upper Murrum-
bidgee River catchment), the Yukon Territory (YT), and
from near-shore sites in the Laurentian Great Lakes (GL;
North America). Each region had 2 reference-site data sets,
1 for model training and another independent data set con-
sisting of 20 sites for model validation (D0). The inverte-
brate data from the validation sites were artificially im-
paired to simulate the effects of 3 degrees (D1 = mild, D2 =
moderate, and D3 = severe) of eutrophication by varying
the proportions of sensitive, intermediate, and tolerant taxa
(Bailey et al. 2014). Impairment was simulated at each site
for each level by altering the abundance of taxa or by re-
moving some taxa. The simulated impairment was applied
to randomly selected taxa within tolerance categories (e.g.,
sensitive, intermediate, tolerant) that were based on region-
specific tolerance scores (Barbour et al. 1999) for the YT
data, Hilsenhoff tolerance values (Hilsenhoff 1988) for the
GL data, and Stream Invertebrate GradeNumber (SIGNAL)
values (Chessman 2003) for the ACT data.

AUSRIVAS modeling methods
We developed a standard AUSRIVAS model (Smith

et al. 1999, Simpson and Norris 2000) using the reference-
site training data for each data set. AUSRIVAS develop-
ers adapted the modeling approach originally described
by the authors of the RIVPACS models (Wright et al.
1984, Moss et al. 1987, Wright 1995). In accordance with
AUSRIVAS methods, we excluded sites with <6 taxa and
taxa that occurred at <10% of sites in the training data. For
each model, we grouped reference sites based on the simi-
larity of their invertebrate assemblages using Unweighted
Pair GroupMethod with ArithmeticMean (UPGMA) clus-
ter analysis on presence–absence data (Belbin 1993). We
then selected a subset of the environmental variables (pre-
dictor variables) by using stepwise discriminant function
analysis to determine which environmental variables best
discriminated among reference-site groups (Smith et al.
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1999, Simpson and Norris 2000). We used the discrimina-
tion cross-validation procedure as an internal model check
regarding error rates for assigning training sites to cor-
rect groups (Smith et al. 1999). AUSRIVAS models pre-
dict the taxa expected at a site by summing the individual
probabilities of occurrence for all the taxa predicted to
have ≥50% probability of occurrence (Simpson and Norris
2000), resulting in a site-specific expected taxa list.

AUSRIVAS bands of biological condition
How much the observed invertebrate assemblage (O)

deviates from that expected (E) is a measure of the se-
verity of environmental impairment. AUSRIVAS assigns
O/E scores to quality bands that represent different lev-
els of biological condition (Coysh et al. 2000). Sites with
O/E scores in band A are similar to reference condition,
whereas sites with O/E values in band B or lower are con-
sidered impaired (Table 1). The distributions of the train-
ing reference-site O/E scores were used to determine the
width of the quality bands. Thus, band widths are specific
to each model (Table 1).

Model validation and performance evaluation
Outside model experience We used standard AUSRIVAS
methods to assess whether validation sites were within
the environmental scope of the reference data set for each
model. We calculated the Mahalanobis distance of each
site to each canonical variate (as per Clarke et al. 1996).
We then used a χ2 test to determine whether each site was
within the 99% confidence interval of the centroid of ≥1

reference-site group. If a site’s environmental characteris-
tics differed significantly from the training data set (which
could indicate underrepresentation of that site type in the
training data set) then that site would have no appropriate
reference group for comparison. At that stage, the site
may be identified as ‘outside the experience of the model’,
and the model predictions and site assessments treated as
suspect (Coysh et al. 2000).

Model validation We assessed the ability of each model
to correctly assign a new reference-site O/E to band A
(Table 1) with the validation data set. Assuming the val-
idation sites were truly in reference condition, <10% of
the sites should mistakenly fall below AUSRIVAS band A
(Coysh et al. 2000). A failure rate >10% would indicate that
the model had a greater than expected Type 1 error rate
(sites failed that should have passed). Thus, we based the
Type 1 error rate on % validation sites with O/E values
<10th percentile of the training-data O/E distribution.

Model performance for detecting impairment We used
the simulated impairment validation data sets to assess
Type 2 error rates (sites passed that should have failed).
We tested the ability of models to detect the 3 degrees of
simulated impairment as the percentage of sites assessed
as below band A. Thus, we based the Type 2 error rate on
% simulated impairment sites with O/E values >10th per-
centile of the training-data O/E distribution. We used the
other AUSRIVAS quality bands to assess the ability of the
models to detect a disturbance gradient.

Table 1. Australian River Assessment System (AUSRIVAS) bands of biological condition for the Australian Capital Territory (ACT;
upper Murrumbidgee River catchment in ACT region of Australia), the Yukon Territory (YT), and the Laurentian Great Lakes (GL;
North America) models, showing observed/expected (O/E) taxa range, band descriptions, and interpretations (Coysh et al. 2000).

Band O/E value Band description O/E interpretations

X ACT > 1.15
YT > 1.28
GL > 1.18

More biologically diverse than reference; O/E
> 90th percentile of reference sites used to
create the model

More taxa found than expected; site is potentially rich in
biodiversity or may have mild organic enrichment that
initially could increase the number of taxa because of
increased food resources resulting from the increase in
nutrients; test site requires further consideration before
drawing conclusions

A ACT 0.85–1.15
YT 72–1.28
GL 0.82–1.18

Similar to reference; O/E within range of
central 80% of reference sites used to create
the model

Most/all of the expected taxa found; water quality or
habitat condition similar to reference sites

B ACT 53–84
YT 0.15–71
GL 0.43–0.81

Significantly impaired; O/E < 10th percentile
of reference sites used to create the model;
band B width = band A width

Fewer families than expected; water quality or habitat
quality possibly impaired, resulting in loss of expected
taxa

C ACT 0.21–52
YT 0–0.14
GL –0.08–0.44

Severely impaired; O/E value < band B; band
C width = band A width

Many fewer families than expected; poor water quality or
habitat quality resulting in loss of expected invertebrate
richness

D ACT 0–0.20
YT No band D
GL 0–0.07

Extremely impaired; O/E value < band C to 0 Few expected families and only hardy and pollution-
tolerant taxa remain; extremely poor water quality or
habitat quality resulting in severe impairment
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Low-probability taxa E for a site is the sum of the site-
specific expected probabilities of the individual taxa with
≥0.50 probability. We tested whether sensitive taxa (as de-
fined by Bailey et al. 2014), on average, had lower expected
probabilities of occurrence than more-tolerant taxa. If so,
excluding sensitive taxa with low probability of occurrence
might obscure the simulated impairment that removed se-
lected sensitive taxa. For each model, we evaluated the ef-
fect of the tolerance category of low-probability taxa on
the model and the model’s ability to detect the 3 levels of
simulated impairment. Taxa with 0 (to 3 decimal places)
expected probabilities were excluded from the analyses
because some taxa are naturally restricted to particular
stream types and, therefore, are naturally excluded from a
proportion of the sites (as per Clarke and Murphy 2006).
Including many 0 values would have distorted the fre-
quency distributions. We calculated the expected proba-
bility of occurrence of each taxon across all the validation
sites and compared the distributions of the probability val-
ues within each tolerance category (box plots).

RESULTS
Model summary
We created 1 model from each of the 3 data sets (Ta-

bles 2, 3). The number of taxa removed from the data set
because they were considered rare and, therefore, ex-
cluded from the models was high (ACT: 46%, YT: 52%,
GL: 59%). The ACT model used all available training sites,
but sites were removed from the YT (n = 17) and GL (n =
40) data sets because they had too few taxa for model-
ing purposes (≤5). The cross-validation error for the YT
model (44%) was greater than usually desired for an
AUSRIVAS model (Table 2). The YT model also produced
the widest range of O/E values for the training sites and
had the widest quality bands of all models (Table 1). A
wide band A equates to a wide range of accepted reference
condition.
The data sets differed in the total number of taxa and

total taxa used for modeling (Table 2). Taxon richness
was ≤6 at 50% of the GL and 17% of the YT sites, where-

as no ACT sites had <10 taxa and 50% had >18 taxa. The
YT and GL data sets had 8 and 14 fewer taxa, respec-
tively, than the ACT data set. The models developed with
these data sets also varied in the number of taxa expected
to occur at sites (using the standard 0.5 probability cut-
off ) (Table 2). The ACT model predicted 8 to 10 more
taxa than the low estimates predicted by the YT and GL
models (Table 2), a greater percentage than the difference
in total taxa. This result indicates that factors other than
the difference in total number of taxa present in the data
sets are required to explain differences among models re-
garding predicted taxa.

Model validation and performance for detecting
simulated impairment
Some validation sites appeared dissimilar to training

sites used for model development based on ordination of
the biological data (Fig. 1A–C), particularly in the YT
and GL models where some validation sites and the re-
moved low-richness training sites shared a similar ordina-
tion space (Fig. 1B, C). However, for all models, no val-
idation sites were outside the model experience regarding
their environmental character.

Type 1 errors The ACT model correctly assigned all val-
idation sites to band A and had the lowest Type 1 error
rate (Table 4). The Type 1 error rates for the YT and GL
models were >10%. The GL model had the highest Type 1
error rate (Table 4).

Type 2 errors The ACT model detected all severely im-
paired (D3) sites, which were allocated to AUSRIVAS
band C (severely impaired) or near the boundary of bands
C and B (Table 4, Fig. 2A). Most (80%) of ACT sites with
moderate (D2) levels of impairment were allocated to
AUSRIVAS band B (significantly impaired) (Table 4, Fig.
2A). Except for 2 sites, the mildly impaired (D1) ACT sites
did not fall below band A (Fig. 2A). However, some D1
sites had lower O/E values within band A (Fig. 2A) than
did the original unimpaired validation sites (D0). The ACT

Table 2. Summary details for Australian River Assessment (AUSRIVAS) predictive models developed for the Australian Capital
Territory (ACT; upper Murrumbidgee River catchment in ACT region of Australia), the Yukon Territory (YT), and the Laurentian
Great Lakes (GL; North America). O/E = observed/expected taxa.

Model

Initial
data set

Model
data set Model details

Sites Taxa Sites Taxa
Groups (and sites

per group)
Cross-

validation error
Band
width

Upper value of
impaired O/E range

Predicted
taxa range

Expected
taxa range

ACT 87 67 87 36 3 (45, 25, 17) 0.28 0.31 0.84 13–19 10.3–13.9

YT 118 59 101 28 4 (27, 25, 31, 18) 0.44 0.56 0.71 5–12 3.6–9.0

GL 124 54 84 22 3 (21, 24, 39) 0.31 0.36 0.81 5–9 4.3–7.2
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model produced O/E values that distinguished best be-
tween D2 and D3 sites (Fig. 2A).
O/E values produced by all models were distributed

along a gradient, but the gradients produced by the YT and
GL models did not always correspond to the simulated
impairment levels (Fig. 2A–C). The YT and GL models

generally did not distinguish D1 sites from the original D0
sites (Fig. 2B, C) because the data did not differ. Between
46 and 59% of the total taxa in the original data sets were
not used for model creation because they occurred at <10%
of reference sites, and many of those excluded taxa were
also involved in the simulated impairment process that was
applied to data sets prior to model development (ACT:
45%, YT: 42%, GL: 53%). Thus, this situation contributed
to nondetection of mild simulated impairment.

Low-probability taxa For ACT, the median probability
of occurrence for predicted taxa in the sensitive category
was 0.34, which is lower than the medians for taxa in the
tolerant (0.65) and intermediate (0.46) categories. Com-
pared with the other models, the ACT model had the
most taxa above the 0.5 probability cut-off value (Fig. 3A,
Table 5). For YT, taxa in the intermediate category had
the greatest median value (0.47), and most probability val-
ues >0.5 were for taxa in the intermediate category (Table 5,
Fig. 3B). For GL, most taxa with probability values >0.5
were in the tolerant category, but the median values for
probabilities in all tolerance categories were <0.5 indicating
the presence ofmany low-probability taxa (Fig. 3C, Table 5).
This difference between models in taxon probabilities in
tolerance categories (combined with fewer taxa overall)
contributed to differential ability to detect simulated im-
pairment among models and explains the low number of
expected taxa for the YT and GL models (Table 2).

DISCUSSION
We built an AUSRIVAS-style predictive model for

reference-site data sets from very different environments
(ACT, YT, GL; Tables 2, 3) and used the simulated im-
pairment data sets to evaluate the ability of each model to
detect impairment. The data sets differed in total number

Figure 1. Two-dimensional ordinations of the invertebrate
presence–absence data for Australian Capital Territory (ACT)
(A), Yukon Territory (YT) (B), and Laurentian Great Lakes
(GL) (C).

Table 4. Type 1 and Type 2 error rates for the Australian Cap-
ital Territory (ACT), Yukon Territory (YT), and Laurentian Great
Lakes (GL) Australian River Assessment System (AUSRIVAS)
predictive models. Each category had 20 sites artificially im-
paired to simulate degrees of eutrophication impact (D0 =
validation sites with no impairment, D1 = mild, D2 = moderate,
and D3 = severe).

Model

Type 1 error rate
(% validation sites

assessed as impaired)

Type 2 error rate
(% simulated impairment
sites assessed as equal
to reference (%))

D0 D1 D2 D3

ACT 0 90 20 0

YT 25 75 10 12.5

GL 37.5 57.5 32.5 12.5
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of taxa (Table 2) and in the distribution of taxa (Bailey
et al. 2014). These major differences and inherent charac-
teristics of each data set influenced Type 1 and Type 2 er-
ror rates of the models.
The Type 1 error for the ACT model was 0%, but the

YT and GL models had greater-than-expected Type 1 er-
ror rates. The YT and GL data sets contained sites that
were similar in terms of measured environmental vari-
ables but that differed in their invertebrate assemblages,
a combination that makes modeling difficult. The failed
sites were within the environmental scope of the models
(i.e., not outside model experience based on the predictor
variables used) but biologically, many were dissimilar to
the training sites used in the models (Fig. 1B, C). The
invertebrate assemblages of these failed validation sites
were similar to those of the unused, low-richness sites
that were considered to have too few taxa for modeling.
These low-richness sites may constitute a particular site
type that was consequently not represented in the model.

If such sites could be characterized (e.g., if they were all
sites from harsh glacial environments in the Yukon Terri-
tory or oligotrophic systems in the Laurentian Great Lakes
region), the model limitations could be characterized and
subsequent model users could be advised that assessment
of these types of sites will underestimate the O/E value.
Knowledge of the model’s limitations would enable users
to identify particular site types that a model will not ade-
quately match to reference sites. Users could then select
an alternative assessment method or biological group more
suitable for assessing those sites. Knowledge that test sites
were being compared with an appropriate set of reference
sites would provide users with greater confidence in the
site assessments provided by the predictive models.
Models with wide biological-quality bands may have

lower probabilities of misbanding than models with nar-
row bands (Barmuta et al. 2003). However, wide bands
mean wide ranges of acceptable reference condition and,
possibly, less sensitivity to impairment because the im-

Figure 2. Distribution of observed/expected (O/E) taxa values for the validation sites (D0) and the 3 degrees of simulated im-
pairment (D1 = mild, D2 = moderate, D3 = severe) for the Australian Capital Territory (ACT) (A), Yukon Territory (YT) (B),
and Laurentian Great Lakes (GL) (C) data sets. The horizontal dotted lines represent the Australian River Assessment System
(AUSRIVAS) bands of biological condition. Band A is equivalent to reference condition, and lower bands represent increasingly
impaired condition. Band X is more diverse than reference.
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paired condition is more likely to fall within the range of
acceptable condition. Regardless of the cause of wide bands
(an inadequate set of reference sites or a naturally wide
range of reference condition), such a model may have low
power to detect impairment. However, the GL model was
least able to detect impairment even though the YT model
had the greatest band widths.
Other potential sources of error in estimates of the ex-

pected taxa and reference condition include an inadequate
set of reference sites or insufficient environmental predic-
tor variables to distinguish among reference-site groups
(Ostermiller and Hawkins 2004, Clarke and Hering 2006,
Bailey et al. 2012). New spatial tools are becoming increas-
ingly available, particularly geographic information system
(GIS) tools and an array of catchment-scale map layers
describing attributes, such as geology, landuse, vegetation
type, and climate (Frazier et al. 2012). GIS layers and re-
motely sensed data offer alternative approaches to defin-
ing reference sites (Yates and Bailey 2010) and are sources
of potential predictor variables (Armanini et al. 2012). The
predictor variables used in our study (Table 3) were a
selected subset of the available data set, but variables that
more completely characterize the factors controlling in-
vertebrate distribution might improve the models (Oster-
miller and Hawkins 2004).
Simulating mild impairment involved decreasing the

abundance of sensitive taxa, increasing the abundance of
tolerant taxa, and removing 2 randomly selected sensitive
taxa (Bailey et al. 2014). With a few exceptions for the
ACT model, the AUSRIVAS models did not perform well
in detecting such mild impairment. Three factors contrib-
uted to the nondetection of the mild level of simulated im-
pairment. First, the AUSRIVAS observed taxa list will not
change if the taxa selected for simulated removal were not
used for model development and, thus, were not included
in the list of expected taxa. The standard AUSRIVAS mod-
eling procedure is to remove (rare) taxa that occur at <10%
of reference sites in the training data set. For all models,
the number of taxa removed before model creation was
high (Table 2). Second, where the artificially impacted
taxa had <0.5 probability of occurrence at the site, they
would not contribute to the O/E score. Third, we devel-
oped the models using presence–absence data, and thus,
the models will not detect impacts within the data sets that
are manifested only by a change in abundance. Thus, the

Figure 3. Distribution of the expected probability of occur-
rence for taxa across all validation sites for the Australian Cap-
ital Territory (ACT) (A), Yukon Territory (YT) (B), and Lauren-
tian Great Lakes (GL) models. Taxa are grouped by their
tolerance category (see Bailey et al. 2014 for assignments of taxa
to categories). Lines in boxes are medians, box ends are quar-
tiles, whiskers are 90th and 10th percentiles, and circles are 5th

and 95th percentiles.
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taxon richness (the basis for the O/E score) for most of the
mildly disturbed sites was similar to that of the original
validation data set and the taxa observed (O) (i.e., the taxa
captured from the list of predicted taxa) differed little, or
not at all, between the validation sites and those that were
mildly impaired for all models (Table 4, Fig. 2A–C).
Consequently, the models had large Type 2 error rates

regarding mildly disturbed sites (particularly the ACT
model; Table 4). The Type 2 errors for the D1 sites were
largely an inverse reflection of the Type 1 error rates. The
difference among models regarding the Type 2 errors for
mildly impaired sites is related to the random nature of
taxa removed to simulate the impairment and to the dif-
ferential effects that missing taxa have in relation to the
number of taxa expected (which differed by model; Ta-
ble 2). For example, removing 2 taxa from a YT site at
which 3.6 taxa (56% of expected taxa) are expected will
have greater effect on the O/E value than removing 2 taxa
from an ACT site at which 13.9 taxa (14.4% of expected
taxa) are expected.
If the simulated impairment data sets accurately repre-

sented eutrophication disturbance, then the AUSRIVAS
model better detected such disturbance in the ACT re-
gion than did the models developed for the GL or YT
regions. The ACT model most accurately displayed the
gradient from moderate to severe impairment (Fig. 2A).
The other 2 models displayed a gradient of O/E values,
but the impaired and validation sites were more randomly
distributed along that gradient. Often the different levels
of impairment at specific sites in the GL and YT data sets
were not distinguishable (Fig. 2B, C). The ability to detect
the simulated impairment depended on whether the sim-
ulated disturbance was severe enough to remove taxa and
whether those same taxa were used for modeling. The
ACT model was created with a data set that had more
taxa per site and more uniformly distributed taxa than in
the other data sets, so a greater proportion of the biologi-
cal data were used for model development. Thus, the taxa
that underwent simulated impairment had a greater chance
of being used in the ACT model than in the YT and GL

models, which increased the probability of detecting the
ACT impairment.
Regardless of whether abundance or presence–absence

data (as for AUSRIVAS) are used for modeling, detection
of eutrophication or any other disturbance in the real
world will depend on the invertebrate sampling and pro-
cessing methods. As sites become increasingly stressed,
more of the sensitive taxa will disappear from the sites
and the samples (Cao and Hawkins 2005). The sampling
and subsampling methods will influence the proportion of
locally rare taxa observed in a sample (Clarke and Mur-
phy 2006). For example, sampling methods that collect the
maximum number of different taxa regardless of their
abundance may cause the model to have trouble detecting
a mild disturbance that simply changes the relative abun-
dances of taxa (Nichols and Norris 2006), whereas a sam-
pling method that collects taxa relative to their abundance
at the site (Nichols et al. 2000, Nichols and Norris 2006,
Environment Canada 2012) could enable the model to de-
tect a change in abundance before the impact removes taxa
from the site, even when relying on taxon richness mea-
sures for assessment. Data sets collected with different
sampling methods at the same stressed site can give the
appearance of different responses to the disturbance sim-
ply because of the sampling or subsampling method (Os-
termiller and Hawkins 2004). When simulated impair-
ments were applied to an existing data set, the assumption
made was that the sampling methods had not influenced
the assemblage structure of the data set. Clearly, this as-
sumption was not correct. Nonetheless, a simulated im-
pairment data set is the only way to evaluate method per-
formance regarding Type 2 errors. The accuracy of the
representation of the impairment is less important than
knowing the level to which the data set was impaired. More-
over, we evaluated only the O/E taxa modeling method,
which is only 1 component of the AUSRIVAS bioassessment
protocol, which includes standardized sampling methods
and other outputs and indices to aid interpretation of the
O/E result.
AUSRIVAS models from the different regions varied in

the number of taxa predicted and, thus, expected (Ta-
ble 2). In models with low numbers of expected taxa, the
O/E score is vulnerable to the chance omission of observed
taxa at a site (Barmuta et al. 2003). Such chance omissions
could result in misbanding a site and failing it when it
should have passed (Type 1 error). Marchant (2002) sug-
gested that O/E scores calculated from <20 expected taxa
may be too variable and unreliable to use. In reality, the
argument regarding the chance omission of observed taxa
should be viewed relative to the probability of missing or
misidentifying taxa at a site (Barmuta et al. 2003). If taxa at
the low-richness sites also have a low probability of being
misidentified or missed during sampling then the problem
may not be great (Barmuta et al. 2003). Replicated sampling
at naturally low-richness sites used for modeling (such as

Table 5. Number of taxa probability values > 0.5 by taxon toler-
ance category for the Australian Capital Territory (ACT), Yukon
Territory (YT), and Laurentian Great Lakes (GL) Australian
River Assessment System (AUSRIVAS) predictive models (num-
ber of sites used for each model in brackets).

Model Tolerant Intermediate Sensitive Total

ACT (sites = 87) 40 177 96 313

Taxa per category 5 18 13 36

YT (sites = 101) 7 187 64 258

Taxa per category 6 10 12 28

GL (sites = 84) 199 29 20 248

Taxa per category 14 5 3 22
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those from harsh environments, e.g., some YT sites) may
help to ensure that the reference condition is not under-
estimated for initial model development (Barmuta et al.
2003). Such replicated sampling could reduce the chance
of Type 2 errors (sites passing that should fail) by provid-
ing a more reliable estimate of reference condition at low-
richness sites.
We used the standard AUSRIVAS method in our study

so that we could compare our results with those pro-
duced by other methods presented in this special series.
Thus, we used the standard (although somewhat arbitrary)
AUSRIVAS probability cut-off of 0.5, which excludes low-
probability taxa from the expected taxa list. AUSRIVAS
uses a 0.5 probability cut-off because taxa with ≤0.5 proba-
bility of occurrence have an equal or greater probability of
not being observed at a site. Decreasing the cut-off value to
<0.5 may increase the number of expected taxa. However,
any new taxa will add increasingly slowly to the count of
expected taxa and will not necessarily strengthen confi-
dence in the O/E scores (see Marchant 2002, Clarke and
Murphy 2006). Excluding taxa with a low probability of
occurrence will result in less variable O/E estimates
(Clarke and Murphy 2006), but the optimal cut-off value
does not have universal consensus (Hawkins et al. 2000,
Marchant 2002, Ostermiller and Hawkins 2004, Clarke
and Murphy 2006, Van Sickle et al. 2007). Clark and Mur-
phy (2006) found the marginally best cut-off value to be
0.2, but the power of detecting impacts was similar up to
0.5. Van Sickle et al. (2007) found that excluding taxa with
<0.5 probability increased ability to detect impairment. In-
cluding low-probability taxa in the O/E calculations as-
sumes they are reliable and not simply absent by chance
from new assessment sites. Marchant (2002) concluded
that low-probability taxa play no useful role in predictive
models, such as AUSRIVAS. The results of such studies
caused AUSRIVAS developers to use the 0.5 cut-off. More-
over, O/E cut-off thresholds must be standardized when
comparing site assessments in multijurisdictional bioas-
sessment programs, or they should be treated as different
indices (Clarke and Murphy 2006). Nevertheless, by com-
paring the performance differences among models from
the 3 regions, we found that the distribution of low-
probability taxa contributed to whether a particular data
set could produce an adequate predictive model for the
detection of impairment. Compared with the other 2 data
sets, the GL data set had the most severely skewed in-
vertebrate frequency distribution (i.e., more of the low-
probability taxa) (Bailey et al. 2014), and therefore, was
more vulnerable to the effects of excluding taxa with <0.5
probability of occurrence.
Taxa assigned to the sensitive category tended to have

lower expected probabilities of occurrence than more-
tolerant taxa (Fig. 3A–C). Other investigators found sim-
ilar patterns in the expected probabilities of sensitive taxa
for RIVPACS-style predictions (Clarke and Murphy 2006).

The sensitive taxa tended to be less widespread among
reference sites particularly for the YT and GL data sets
and, thus, had considerably lower average expected proba-
bilities (Fig. 3B, C). Thus, use of the 0.5 probability thresh-
old excluded more sensitive taxa than taxa in other cate-
gories and contributed to nondetection of impairment by
the YT and GL models.
AUSRIVAS and most other RIVPACS-style predictive

models use discriminant function analysis (DFA), which
requires identification of reference-site groups (Van Sickle
et al. 2006). However, in most reference data sets with
many sites, invertebrate data are not characterized by dis-
crete community assemblages (Hawkins and Vinson 2000).
Rather, the data structure displays sites along a continuum
of ≥1 taxonomic gradients. Each taxon’s array of environ-
mental requirements and habitat preferences determine
the gradients evident in the invertebrate data sets (Resh
et al. 1994, Menezes et al. 2010). The spatial scale of sam-
pling also influences the underlying structure revealed by
analysis, such as classification and ordination (Marchant
et al. 1999), and gradients may become more obvious as
the size of the reference data set (or the density and spatial
scale of reference-site coverage) increases (Turak et al.
1999). The ACT data were collected from a relatively small
area (12,000 km2) comparedwith both the YT (840,000 km2)
and GL (244,160 km2) data sets (Bailey et al. 2014). Thus,
the density of ACT reference-site coverage also was greater.
Our results indicated that the ACT model performed best,
and the spatial ordination and density of reference sites
may have contributed to this outcome.
Classifying discrete groups of sites is a requirement of

DFA rather than a representation of the reality of the in-
vertebrate assemblages. Other modeling approaches may
explicitly acknowledge the continuum in taxon distribu-
tions and avoid the use of classification groups by using
the ordination space of reference sites as the basis for pre-
dicting site-specific invertebrate assemblages (Linke et al.
2005). However, AUSRIVAS does not base the probabil-
ity of taxon occurrence on just 1 classification group that
is most similar to a site, unlike some other methods, e.g.,
Benthic Assessment of Sediment (BEAST; Reynoldson
et al. 2001). Rather, AUSRIVAS uses the weighted proba-
bilities of the site membership to all of the groups, in a
sense accounting for the assemblage continuum. The use
of weighted probabilities of the site membership to all
classification groups may moderate the effects of misclas-
sification errors associated with large cross-validation er-
rors, as for the YT model (Table 2).

Conclusion
The ability of our models to detect the simulated im-

pairment depended on whether the simulated disturbance
was severe enough to remove taxa from the data set and
on whether the removed taxa had been used for model-
ing. Rare taxa, which have a patchy distribution in the
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data sets, were removed before developing the AUSRIVAS
models. To further improve predictive performance, we
removed sites with naturally low richness (from the YT
and GL data sets). Thus, this low-richness site type was
not represented in the models, a limitation for the partic-
ular model. Other methods or biota may be better for
assessing the condition of sites with naturally low inverte-
brate richness. Thus, effectiveness and performance of the
models was related to differences in the total number of
invertebrate taxa and to the distribution of taxa in the data
sets. In short, data sets with highly skewed taxon distribu-
tions are difficult to model.
Careful evaluation of model performance should con-

sider both Type 1 and Type 2 errors because confidence
in the assessment is related to the model’s ability to de-
tect impairment. Use of a simulated impairment data set
is the only way to evaluate Type 2 errors in model perfor-
mance. The YT model was the best for detecting moder-
ate impairment (10% error), and the ACT model detected
all severely impaired sites. All models detected a gradient
in O/E scores, but the ACT model best distinguished be-
tween moderate and severe simulated impairment. More-
over, AUSRIVAS was able to assign site O/E scores to a
band of biological quality, thereby indicating the level of
impairment. AUSRIVAS did not assign most mildly im-
paired sites to below reference condition, but a reduction in
O/E values within band A was observed for some mildly
impaired sites. AUSRIVAS did not detect simulated mild
impairment that simply changed taxon abundance in a data
set because presence–absence data were used for model
development. Nevertheless, in comparison with other mod-
els described in this special issue (that did use abundance
data), the AUSRIVAS model performance was comparable
or better for detecting the simulated moderate and severe
impairments.
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