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Introduction
Air pollution is a complex mixture of solid particles, liquid 
droplets, and gases. It can come from many sources, for example: 
domestic fuel combustion, industrial chimneys, motor vehicles, 
power plants, open waste burning, agricultural activities, dust, 
and many other sources (Ouyang et al., 2022). According to the 
World Health Organization (WHO), air pollution is measured 
by many variables, namely PM2.5 and PM10 (particles with an 
aerodynamic diameter equal to or less than 2.5, also called fine, 
and every 10µm), ozone (O3), nitrogen dioxide (NO2), carbon 
monoxide (CO), and sulfur dioxide (SO2) (Yang et al., 2020). 
Fine particles (PM10 and PM2.5) can through the lungs and 
then enter the body through the bloodstream, affecting all major 
organs (Thangavel et al., 2022; Yang et al., 2020). This can cause 
illness in both the cardiovascular and respiratory systems, lead-
ing to diseases such as stroke, lung cancer, and chronic obstruc-
tive pulmonary disease (Choung & Kim, 2019; Ren & Tong, 
2008; Wright et al., 2023). Recent research also shows a link 
between prenatal exposure to high levels of air pollution and 
developmental delays in 3-year-old children, as well as psycho-
logical and behavioral problems later in life, including symp-
toms of attention deficit hyperactivity disorder (ADHD), 
difficulty focusing, anxiety and depression ( Johnson et al., 2021; 
Kaur et al., 2023).

Several analytical methods are useful for monitoring air 
quality, including machine learning methods. Natarajan et al. 
(2024) applies several machine learning methods to monitor 
air pollution in several cities in India using k-nearest neighbor, 

random forest regressor, and support vector regressor models. 
Other analytical methods such as Markov switching models 
are used to understand when switching between anomalous 
and non-anomalous conditions in air quality occurs. The 
Markov switching model is a statistical analysis tool for identi-
fying regime shifts in time series data (Franke, 2012). In the 
context of air quality, this can help identify periods when air 
pollution reaches abnormal or dangerous levels. This model 
allows us to group data into two or more different regimes, 
each with different statistical characteristics (Gao, 2020; 
Zakaria et al., 2019).

Numerous research studies have examined the regime-
switching model specifically the Markov Switching 
Autoregressive (MSAR) model, applied in various field. These 
several studies show the versatility and effectiveness of the 
MSAR model in analyzing different type of data. Table 1 
explaining the summary of key research employing the MSAR 
model, including their objective and estimation methods. 
These studies demonstrate the MSAR model’s ability to han-
dle different type of data, from financial market to wind speed 
and mortality rates, highlighting its flexibility and robustness 
in various applications. The unique characteristic of MSAR is 
the ability to handle the regime switching without defining the 
threshold area first like the TAR model (Zhang et al., 2023). 
The original estimation method in MSAR is using EM. then 
the estimation method was developed using the Bayesian 
method to obtain optimal estimation results was proposed by 
Kim and Nelson (2000) and Hamilton and Raj (2002).
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There are several methods for estimating model parameters 
in Bayesian modeling. Some of the studies mentioned above 
used the Bayesian method coupled with the Gibbs sampling 
algorithm to estimate the parameters developed by Sims et al. 
(2008). Apart from that, there are also several developments in 
the Gibbs Sampler algorithm, including Hamiltonian Monte 
Carlo (HMC). HMC is an estimation method that uses the 
same Markov Chain Monte Carlo (MCMC) as the Gibbs 
sampling (Duane et al., 1987; Neal, 2011). The performance of 
HMC effectively mitigates the random walk behavior and cor-
related parameter sensitivity issues common in MCMC meth-
ods by employing first-order gradient information-based steps. 
The disadvantage of HMC is the number of leapfrogs, if it is 
too small, the algorithm will show undesirable random walk 
behavior, while if it is too large the computation will take a long 
time. To overcome that problem Hoffman and Gelman (2014) 
developed an extension of HMC called No U-Turn Sampler 
(NUTS). This algorithm can simplify the problem of HMC by 
automating the number of leapfrogs. NUTS also automatically 
stops simulation iterations if it approaches a U-Turn pattern, 
helping to avoid inefficient sampling of the posterior 
distribution.

Meanwhile, the development of the MSAR model using 
Bayesian estimation has been completed by Li et al. (2022) 
using Just Another Gibbs Sampler ( JAGS) software. Their 
development combines the zero-inflated multilevel Poisson 
distribution with an autoregressive model which applied to 
longitudinal data. JAGS allows users to write their functions, 
distributions, and samplers (Wabersich & Vandekerckhove, 
2014). JAGS is a development of Bayesian Inference Using 
Gibbs Sampling (BUGS), both of which use the MCMC 
algorithm for estimation. Adding new distributions to the 
BUGS program is complicated and requires other programs 
such as BlackBox Component Builder (Wetzels et al., 2010). 
Just like BUGS, adding new distributions to JAGS is also com-
plicated because of testing and validation requirements, and 

the necessity for a clear document (Wabersich & 
Vandekerckhove, 2014). Different from the two previous soft-
ware, in the Stan language, users can use several features to 
create distribution-based models that allow researchers to build 
based on their creativity (Annis et al., 2017). Therefore, 
researchers can build various models based on data-driven 
analysis. Modeling with Stan is widely available in several 
interfaces in several software. The most popular and widely 
used are RStan in R and PyStan in Python. With Stan availa-
ble on many interfaces, it will be easier for researchers to apply 
the proposed method (Annis et al., 2017). In this study, we 
used RStan.

In real cases, not all data has a normal pattern, especially 
data that is suspected to have anomalous events. These anoma-
lies can distort statistical analyses and avoid accurate modeling. 
In response to this challenge, researchers have developed inno-
vative approaches such as replacing the normative Gaussian-
based models with other distributions. This study approach 
was once carried out by Deschamps (2006) by replacing the 
error in the MSAR model with a Student-t distribution. 
Different from the approach taken by Deschamps (2006), a 
skewed normal Azzalini distribution which is intended by 
Azzalini (1985) is used to replace the error distribution carried 
out by Lhuissier (2019). Their studies both used the Gibbs 
sampling algorithm to estimate parameters. Handling skewed 
pattern data in this research, we propose a simulation-based 
model estimation using NUTS which is applied to neo-normal 
data distribution, namely Modified Skew Normal Burr 
(MSN-Burr).

This study aims to create a user-defined neo-normal 
Markov Switching Autoregressive Modified Skew Normal 
Burr (neo-normal MSAR MSN-Burr) model. Next, the pro-
posed model is compared with the normal MSAR model to 
determine its ability to analyze simulation data and PM10 
data. The simulation was made from three scenarios with three 
different distributions with the aim of finding out in general 

Table 1. Summary Key Research Employing the MSAR Model.

AuThoRS ApplIcATIoN obJEcTIvE ESTIMATIoN 
METhoD

pRoS coNS

Adejumo et al. 
(2021)

Nigeria's stock 
market (All-Share 
Index)

Determine bear and 
bull phases of stock 
market volatility

Expectation 
Maximization (EM)

Effective in 
identifying market 
phases

limited by normality 
assumption

Ailliot and Monbet 
(2012)

Wind speed data predict wind speed 
and direction for 
optimal energy 
production

Expectation 
Maximization (EM)

Accurate prediction 
of wind patterns

Requires normality 
assumption

Troug and Murray 
(2021)

hong Kong and 
Tokyo stock markets

crisis identification 
and financial 
contagion analysis

bayesian estimation handles non-normal 
data very well

computationnally 
intensive

Fu et al. (2023) Mortality data capture transient 
variations in 
mortality for risk 
management

bayesian estimation provides insightful 
quantitative 
mortality data

More complex 
extimation process
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that the proposed model is able to deal with symmetric and 
asymmetric data conditions. The neo-normal MSAR MSN-
Burr model is able to demonstrate the flexibility of the adaptive 
MSAR model for various data-driven distributions. The 
RMSE is used as the evaluation metric to better understand 
which model performs more effectively. Furthermore, adaptive 
control limits are created for each regime which are built using 
the highest posterior distribution for air quality mapping. A 
more mathematical and in-depth explanation of the MSN-
Burr distribution can be seen in Iriawan (2000).

The rest of this paper is organized as follows. The next sec-
tion introduces the general MSAR model. The Stan code for 
the general MSAR model can be seen in Osmundsen et al. 
(2021). The following section describes the MSN-Burr distri-
bution and the neo-normal MSAR MSN-Burr model and 
demonstrates the Stan code according to the mathematical 
model description. The next section is comparison between the 
HMC and NUTS algorithm, in this section we explain the 
efficiency of NUTS over the HMC. After that we explain how 
the proposed model is estimated using a combination of EM 
and NUTS which we call EM-NUTS estimation. We have 
also provided a combination of the two estimation methods in 
the Stan language by adding the MSN-Burr distribution to 
Stan. The next section shows a simulation study comparing 
normal MSAR with neo-normal MSAR MSN-Burr. 
Simulation studies are carried out by generating data that has 
characteristics such as regime switching with errors using nor-
mal, double exponential, and Student-t distributions. After 
that we applied the neo-normal MSAR MSN-Burr model on 
Yogyakarta air quality data in 2021 and showing the result of 
the neo-normal MSAR MSN-Burr model that has converged 
and applied the HPD for each regime for several levels of sig-
nificance. The conclusions are given in the last section.

Markov Switching Autoregressive Model
Markov switching models can be combined with time series 
models such as autoregressive models used to identify changes 
in conditions or time series data patterns (Hamilton, 1989). 
The forms of a Markov switching autoregressive (MSAR) 
model can be written in the following Equation 1.

y y y et s t s p t p s tt t t p
− = −( ) + + −( ) +− −− −
µ β µ β µ1 1 1

... ,
     (1)

with et  is residual as e Nt st
~ ( , )0 2σ , st� is regime (unobserved 

random variable), y yt t p,..., -  are observation data, β β1,..., p  are 
the autoregressive coefficient of order p, σ st

2  is the variance that 
is influenced by regime changes, and µ µs st t p

,...,
−

 are mean that 
is influenced by changes in regime.

There are two types of modeling steps in MSAR, which are 
regime transition estimation and parameter estimation for each 
regime (Frühwirth-Schnatter, 2009). Regime transfer is an 
unknown condition, which is why it is called a latent variable. 
However, the number of regimes can be determined by various 
combinations. A comprehensive discussion of the MSAR 

model has been conducted by Kim and Nelson (1999). In this 
study, we refer to the normal MSAR model in Stan as a first 
introduction.

Neo-Normal Markov Switching Autoregressive 
Modified Skew Normal Burr (Neo-Normal MSAR 
MSN-Burr) Model
The MSN Burr distribution is a relaxation of the normal dis-
tribution developed by Iriawan (2000) from the Burr II distri-
bution (Burr, 1942). Its cumulative distribution function 
(CDF) and probability density function (pdf ) are
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By performing the transformation, the CDF in Equation 2 and 
the pdf in Equation 3 are called the Modified Stable Burr or 
MS-Burr distribution. The mode of the MS-Burr distribution 
is stable at any value. However, the adjustment is needed 
because when compared with the standard normal distribution, 
N(0.1), the mode of the MS-Burr pdf value is lower. 
Furthermore, a transformation to fit the normal distribution 
such that the CDF and pdf were obtained in the form of 
Equations 4 and 5.
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where −∞ < < ∞ −∞ < < ∞ > >y kt , , ,µ λ0 0 , and σ > 0  with 
the µ is mode, σ  is variance and λ  is the skewness parameter 
of this distribution. The k value is obtained from the difference 
between the pdf of the standard normal distribution, N(0,1), 
and the pdf of the MSN-Burr distribution. Then the difference 
between the two distributions is equalized to zero, then the 
mode and scale parameter values in the MSN-Burr pdf are the 
same as in the standard normal pdf. The k can be written in 
Equation 6.
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By substituting the k into Equation 5, we obtain the MSN-
Burr pdf which is detailed in Equation 7.
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(7)

This distribution is then added to the MSAR model in 
Equation 1 by replacing the residuals of the normal distribu-
tion with the MSN-Burr distribution. The definition of neo-
normal MSAR MSN-Burr model is explained in Equation 8 
including how to estimate its parameter.

Parameter Estimation
The combination of MSAR with MSN-Burr distribution can 
lead to complex estimation methods. To overcome this prob-
lem, we estimate this model using the combination of EM 
algorithm which proposed by Dempster et al. (1977) with 
NUTS which proposed by Hoffman and Gelman (2014). To 
enable a better understanding, we include pseudocode for both 
the HMC and NUTS methods, as well as a comparison of 
their differences. The pseudocode of HMC can be seen in 
Algorithm 1, meanwhile the NUTS in Algorithm 2.

The main difference between HMC and NUTS lies in how 
they determine the length of the trajectory for sampling. HMC 
use pre-define leapfrog steps to simulate the Hamiltonian 
dynamics which is very good for carefully estimating parameters. 
In contrast, NUTS automatically define the leapfrog steps which 
will have an impact on trajectory length. This automatic deter-
mination is assisted by binary tree calculations which are useful 
for checking the U-turns. The addition of the automatic leapfrog 
determination step and the binary tree calculation in the NUTS 
algorithm prevents it from getting trapped in local optima, ena-
bling it to achieve optimal parameter estimates more efficiently.

Combination EM-NUTS Estimation
The key combination of the EM and NUTS is only using the 
Expectation step in EM then the Maximization step using 
NUTS. Before we calculate the expectation step, we need to 
find the likelihood using the joint density of y st t,  and st-1 .

1. Deriving the joint density function of yt , st and 
st-1 conditionally on past information ψt-1

f y s s f y s s s st t t t t t t t t t t( , , | ) ( | , , )Pr[ , | ]− − − − − −=1 1 1 1 1 1ψ ψ ψ

Where Ψt−1  is the observation value on t − 1 of time, while yt is 
the observation value at the time t which follow the MSAR 
model using MSN-Burr distribution on Equation 7 with 
parameter θ λ µ σ β βs s s s s st t t t t t

= ( , , , , ), ,0 1  is given by Equation 8.

Algorithm 1. hMc algorithm.

Input θ(0), ε, l, and N

Initialize θ = θ(0)

for i to N do

sample momentum τ(0) from Normal (0,1)

set (θ′, τ′) = (θ, τ(0))

for j = 1 to l do

τ′ = i = τ′ - (ε/2) * ∇u(θ′)
θ′ = θ′ + ε * τ′

τ′ = τ′ - (ε/2) * ∇u(θ′)
end for

compute acceptance probability a
sample u from unifrom (0,1)

if u<a then

θ = θ′
end if

save θ as a sample

end for

Algorithm 2. NuTS algorithm.

Input θ(0), ε, l, and N 

Initialize θ = θ(0)

for i = 1 to N do

sample momentum τ(0) from Normal (0,1)

initialize θ+, θ- = θ, τ+, τ - = τ(0)

initialize path length to 0

while not u-turn do

if random choose direction = forward then

θ+, τ+ = leapfrog (θ+, τ+ ε)

else

θ-, τ- = leapfrog (θ-, τ- ε)

end if

check u-turn comdition

increase depth

save θ  if it improves the trajectory

end while

compute acceptance probability a
sample u from unifrom (0,1)

if u<a then

θ = new θ 
end if

adapt ε if in warm up phase

save θ  as sample

end for
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Since the st parameter was added to the MSN-Burr distribu-
tion, the MSN-Burr MSAR model equation has parameters in 
each regime. Mode is µst

, variance is σ st
, skewness is λst

, autore-
gressive parameter is β0, �st

 and β1,st
.

2. Find the function f (yt|ψt-1) by integrating st and 
st − 1 from the joint density over all possible values of 
st and st − 1

f y s f y s st t
S

M

S

M

t t t t
t t

( | ) ( , , | )Ψ Ψ−
= =

− −=∑∑
−

1
1 1

1 1
1

=
= =

− − − −∑∑
−s

M

s

M

t t t t t t t
t t

f y s s s
1 1

1 1 1 1
1

( | , , )Pr[ , | ]Ψ Ψ

where f yt t( | )Ψ −1  is the marginal density which is the aver-
age of conditional density weighted by

Pr[ , | ], , ,..., ; , ,...,s j s i i M j Mt t t= = = =− −1 1 1 2 1 2Ψ

where M is the number of regimes inside the model. The likeli-
hood function is written below.

ln lnL f Z s s s s
t

T

s

M

s

M

t t t t t t t
t t

=
= = =

− − − −∑ ∑∑
−1 1 1

1 1 1
1

{ ( | , , )Pr[ , |Ψ Ψ 11]}

To calculate Pr[ , | ]s st t t− −1 1Ψ  is going to be solved using the 
filtering process. In short, the filtering process aims to get the 
Pr[ , | ]s j s it t t= =− −1 1Ψ  value.

Pr
Pr

[ , | ]

( | , , )
[ ,

s j s i

f y s j s i
s j s i

t t t

t t t t

t t
= = =

= = ×
= =

− −

− −

−

1 1

1 1

1
Ψ

Ψ
|| ]

( | , ,
) [ ,

Ψ

Ψ

t

s
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s
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t t t

t t t
t t

f y s j s i
s j s i

−

= = −

− −

∑ ∑
−

= =

× = =

1

1 1 1

1 1
1

Pr || ]Ψ t−1

After the Expectation step, we move to Maximization step 
using the NUTS algorithm. In this step, we aim to optimize 
the parameter θ λ µ σ β βs s s s s st t t t t t

= ( , , , , ), ,0 1 .

1. Initialize the parameter value in each regime θst
� and step 

size ε on the first iteration.
2. Draw initial momentum of τ  at every iteration from 

τ


d
dd

MultiNormal∼ ∑( , )0
3. Use the leapfrog integration method to simulate 

Hamiltonian dynamics. There are three main steps:

a. Update momentum (half-step):
τ τ ε θ t t sU

t
+ = − ∇1
2

2 ( )

b. Update position:
θ θ ε τs t t

t−
+ = + +

1
1 1

2



c. Update momentum (half-step):

τ τ
ε

θ t t sU
t

+ += − ∇
+

1 1
2 2 1

( )

4. Build the binary tree
a. Expand both forward and backward in time:

- Forward:
θ τ θ τ ε+ + + +

← +, ( , , ) Leapfrog

- Backward:
θ τ θ τ ε− − − −← −, ( , , ) Leapfrog

b. Check the U-Turn

( ) ( )θ θ τ θ θ τ+ − + + − −
− < − <  0 0or

5. Calculate the acceptance rejection
a. Calculate the Hamiltonian for the initial and pro-

posed states:
H Us st t
( , ) ( )θ τ θ τ τ  = +

1

2


b. Calculate the acceptance probability

α θ τ θ τ= −min exp H Hs st t
( , ( ( , ) ( ’, ’))),1 0 0

 

c. Accept or reject the proposed θst ’:

θ
θ α

θ αs
s

st

t

t

new = −






’

,

with probability
with probability0 1

6. Repeat the procedures for the desired number of itera-
tions to produce samples from the specified distribution

The NUTS algorithm is computationally intensive because it 
requires calculating the binary tree structure at each iteration in 
order to dynamically adjust the trajectory length. This process 
involves multiple leapfrog integration phases for both forward 
and backward expansion, as well as repeated checks for U-turn 
condition. This algorithm will make the parameter estimation 
process in the MSN-Burr MSAR model in Equation 8 converge 
more quickly. We briefly summarize the overall combination of 
the two estimation methods which can be seen in Algorithm 3.

Algorithm 3. combined EM-NuTS estimation method.

Initialization: Initialize all the parameter list θst
( )0  and st

(0)

Repeat until convergence:

E-Step: compute the expected log-likelihood on Equation 8

M-Step using NuTS:

Set up the potential energy function τd ddMultiNormal∼ ( , )0 Σ

perform NuTS to draw samples from the posterior 
distribution of θst
update the parameter estimates θst’  with NuTS samples

check for convergence: Determine if the algorithm has converged 
based on predefine criteria and update st’ .
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To simplify the estimation process using the proposed algo-
rithm, we use the Stan language available in R. The Stan lan-
guage was developed to overcome convergence problems that 
commonly occur in Bayesian inference using Gibbs sampling 
(BUGS) languages (Gelman et al., 2015). The key stages of the 
Stan Language are data and model input, calculating the log of 
the pdf and their gradients, a warm-up phase for parameter 
tuning, applying NUTS, monitoring convergence, and calcu-
lating summary inference (Hoffman & Gelman, 2014). 
Standard distributions such as normal, Poisson, binomial, etc. 
are already available in the booth. However, Stan is very flexible 
in adding new distributions by writing a log of pdf from that 
distribution. Stan uses a numerical auto-differentiation method 
by utilizing reverse-mode automatic differentiation to auto-
matically perform function reduction (Carpenter et al., 2017).

Adding the MSN-Burr Distribution in Stan

Adding a new distribution to the BUGS software is very com-
plex and requires other programs such as BlackBox Component 
Builder, as stated in the introduction (Wetzels et al., 2010). 
Similarly, JAGS is also complicated for adding distribution 
because it has many complicated steps that must be followed, 
as stated by Wabersich and Vandekerckhove (2014). The steps 
for adding a new distribution in Stan are relatively simple, users 
only need to know the mathematical form of the distribution 
to be added. This convenience gives researchers an advantage 
for adding new distributions, like MSN-Burr. Instructions for 
adding new distributions are explained in Annis et al. (2017). 
Based on Equation 7, the addition of the MSN-Burr distribu-
tion syntax in the Stan code can be seen in Github https://
github.com/Rasyid/MSAR_MSN-Burr.

Adding the Neo-Normal MSAR MSN-Burr 
Distribution in Stan

Adding a normal distribution to the MSAR model can be seen 
in Osmundsen et al. (2021). In this study, the proposed user-
defined Stan code for the neo-normal MSAR MSN-Burr was 

created. Based on Equation 1, the model of MSAR was 
declared then the error distribution was replaced by using 
Equation 7. The addition of the neo-normal MSAR MSN-
Burr model syntax in the Stan code can be seen in Github 
h t t p s : / / g i thub. c om/D w i l ak s anaAbdu l l ahR asy id /
MSAR_MSN-Burr.

Simulation Study
From Equation 7, when the value of the skewness parameter 
λ = 1 , it can be seen that the MSN-Bur distribution becomes 
a normal distribution, which is symmetric and bell-shaped. 
Therefore, normally distributed data are used to validate the 
user-defined MSN-Burr distribution in the Stan program, 
allowing Stan to use the user-defined MSN-Burr distribution 
for estimation. The fact shows that MSN-Burr can accurately 
and consistently estimate µ and σ  in accordance with the gen-
erator parameters serves as evidence of its validity in detecting 
normal data.

We then present comparative evidence between the stand-
ard conventional MSAR model and the neo-normal MSAR 
MSN-Burr model in Stan. We created three different scenarios 
involving the normal distribution, the double exponential, and 
the Student-t distribution. Three distributions are used to 
demonstrate that neo-normal MSAR MSN-Burr is capable of 
collecting symmetric distribution characteristic data. These 
scenarios contain a challenging scheme, which is used to com-
pare the capabilities of the neo-normal MSAR MSN-Burr 
model with the standard MSAR normal model to detect data 
with different variances and zero-centered data using leptokur-
tic properties. In each scenario, we generate two different time 
series observations based on the selected distribution. As many 
as 700 observations are generated based on the selected distri-
bution, then 300 observations with different parameters to 
obtain a total of 1,000 observations with a proportion of 0.7 in 
regime 1 and 0.3 in regime 2. We then estimate each regime in 
each scenario using a standard autoregressive model to find the 
target parameter. A visualization of the generated non-normal 
time series data is displayed in Figure 1. The target parameters 
are then derived based on the autoregressive models of each 

Figure 1. Time series plot of generated data using (a) normal, (b) double exponential, and (c) Student-t distributions.
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scenario and are available in Table 2. Target parameter in Table 
2, we assign a value to the slope parameter λ = 1 to mimic the 
symmetric conditions that would be estimated by neo-normal 
MSAR MSN-Burr.

From the three scenarios above, we obtain the 95% credible 
interval for each parameter as seen in Table 3. We can use the 
95% credible interval in Table 3 as a parameter significance test 
by providing a range of values for the parameter of interest that 
are considered plausible given the observed data. In the context 
of hypothesis testing, if the target parameter value in Table 3 
falls within the interval, it suggests that the data is consistent 
with that value, supporting the null hypothesis. Conversely, if 
the target parameter is outside the credible interval, it leads to 
reject the null hypothesis (Martinez & Martinez, 2016).

Each scenario was replicated 200 times. In each replication, 
estimation is carried out using the NUTS algorithm which is 
available on Stan through 10,000 iterations. Since each scenario 
was replicated 200 times and in every one of them was calcu-
lated using the sampler from NUTS, we computed the root-
mean-square error (RMSE) to evaluate and compare the quality 
of parameter estimates within each scenario. The RMSE for 
estimated θ

  is defined in Equation 9 (Walther & Moore, 2005):
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where θ  is the list of target parameter from Table 2, θ  is the 
estimation result in each replication, and nrep  is the number of 
replications. Since the θ  is the list of target parameter, the 
RMSE will be calculated for each parameter. RMSE perfor-
mance can be seen from a value close to zero. When the RMSE 
approaches zero, the parameter estimate is better.

All the target parameter in Table 3 lies within the 95% cred-
ible interval. Likewise, for that the MSN-Burr distribution in 
the neo-normal MSAR MSN-Burr model is able to estimate 
data generated from symmetric distributions, namely normal, 
double exponential, and Student-t distributions as can be seen 
at the λ  value in each regime that is close to one. For the 
autoregressive parameters, namely β11  and β12 , they have their 
own hypothesis, namely that they must be inside unity, which 
means they do not have a zero value in the credible interval. If 
the autoregressive parameter is zero then the model essentially 
becomes a random walk. The evidence that none of the inter-
vals for the parameters β11  and β12  have a value of zero is 
presented in Table 3. So, it can be concluded from the results of 
the 95% credible interval the neo-normal MSAR MSN-Burr 
model has succeeded in identifying random data points with a 
symmetrical distribution.

The results of the RMSE from each parameter calculation 
are shown in Table 4. This RMSE was calculated through 200 
replications, with each replication generate estimated value 
from each parameter. This approach allows us to assess the 
error for each parameter across all replications. In the gener-
ated normal distribution scenario, the RMSE value of the 
sigma parameter in the neo-normal MSAR MSN-Burr model 
is slightly higher than in the normal MSAR model. In the gen-
erated double-exponential and generated Student-t distribu-
tion scenarios, the RMSE value of the p parameter in the 
neo-normal MSAR MSN-Burr model is slightly higher than 
normal MSAR. This doesn’t mean that the neo-normal MSAR 
MSN-Burr has poor performance. From several explanations 
given, it can be concluded that the MSAR model that uses 
MSN-Burr distributed error can detect symmetric random 
data points from the normal, double exponential, and Student-t 
distribution.

We also calculate the RMSE for each observation to find 
out whether the predicted value is around what the observation 
should be or not. This RMSE comparison was carried out by 
the normal MSAR model with the MSN-Burr MSAR to find 
out which model is better at capturing symmetrical patterns in 
the three simulation scenarios. RMSE calculations for pre-
dicted values from observations are presented in Table 5.

The observation RMSE calculation produces a percentage 
value of the difference between the normal MSAR model and 
the neo-normal MSAR MSN-Burr in the three scenarios. 
Table 5 shows that neo-normal MSAR MSN-Burr is 14.0408% 
better in modeling the generated normal data scenario and 
82.7683% in modeling the generated student-t data compared 
with the normal MSAR model. However, both MSAR models 
seem unable to model data that has very high leptokurtic prop-
erties in the Generated Double Exponential scenario. The per-
centage difference in this scenario is only 0.0046%, which 
shows that the two models provide the same estimation results 
for estimating the generated data with high leptokurtic 
properties.

Table 2. The Target parameter from Three Scenarios for Normal, 
Double Exponential, and Student-t Distribution.

pARAMETER GENERATED DATA bASED oN DISTRIbuTIoNS

NoRMAl DoublE 
ExpoNENTIAl

STuDENT-t

β01 2.0293 3.0558 2.0168

β02 6.0048 14.9457 8.9786

β11 0.0341 −0.0248 −0.0464

β12 0.0168 0.0957 0.0196

ρ1 0.7000 0.7000 0.7000

ρ2 0.3000 0.3000 0.3000

σ1 1.0046 1.4133 1.0620

σ2 0.9854 1.3564 1.0899

λ1 1.0000 1.0000 1.0000

λ2 1.0000 1.0000 1.0000
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Application
This session discusses the application of the neo-normal 
MSAR MSN-Burr model using an air quality dataset from 
Yogyakarta, Indonesia, collected in 2021 and recorded hourly. 
This dataset is openly available from the Yogyakarta City 

Environmental Service. This dataset has 8,760 observations 
and has several missing values, we handle it by employ moving 
average. We use this method by taking the average of the previ-
ous 24 observations, because the data used is data taken hourly 
so the assumption of taking the average of the previous 24 hr.

Table 3. The 95% credible Interval for Estimated parameters of Three Scenario Simulations for Normal, Double Exponential, and Student-t 
Distributions.

ScENARIo pARAMETER 95% cREDIblE INTERvAl MSAR NoRMAl 
MoDEl

95% cREDIblE INTERvAl NEo-NoRMAl 
MSAR MSN-buRR MoDEl

ll ul ll ul

Generated normal 
data

β01 1.4918 4.4641 0.3986 2.4720

β02 2.5360 3.0465 6.2793 6.4983

β11 0.3161 0.4060 0.0015 0.0489

β12 0.3184 0.4191 0.0130 0.0497

ρ1 0.6284 0.7095 0.0132 0.7500

ρ2 0.6345 0.7171 0.9813 0.9899

σ1 0.9466 1.0884 0.1570 1.0946

σ2 0.9380 1.0870 1.0968 1.1000

λ1 – – 0.0753 1.0916

λ2 – – 0.9941 1.0999

Generated double 
exponential data

β01 4.4641 6.0707 0.0874 2.1843

β02 3.6188 4.8912 14.2539 14.9941

β11 3.6188 4.8912 –0.0459 –0.0004

β12 0.3746 0.5101 0.1504 0.1996

ρ1 0.8493 0.9357 0.0096 0.6184

ρ2 0.8482 0.9335 0.9828 0.9899

σ1 1.5150 1.8433 0.9801 1.4966

σ2 1.5245 1.8613 1.4982 1.5000

λ1 – – 0.0121 1.0887

λ2 – – 0.9933 1.0999

Generated student-t 
data

β01 3.5964 4.2958 0.2587 2.1465

β02 3.8055 4.5659 8.7158 8.9979

β11 0.1950 0.2921 −0.0482 −0.0010

β12 0.1993 0.3018 0.0189 0.0497

ρ1 0.7821 0.8523 0.0120 0.7251

ρ2 0.7811 0.8515 0.9822 0.9899

σ1 1.0419 1.1970 0.4714 0.0961

σ2 1.0450 1.2027 1.0981 1.1000

λ1 – – 0.0191 1.0063

λ2 – – 0.9939 1.0999

Note. ll and ul are the lower limit and upper limit respectively for a 95% credible interval.

Downloaded From: https://complete.bioone.org/journals/Air,-Soil-and-Water-Research on 28 Nov 2024
Terms of Use: https://complete.bioone.org/terms-of-use



Rasyid et al. 9

Table 4. Root-Mean-Square Error (RMSE) for the Estimated parameter of Three Scenario Simulations for Normal, Double Exponential, and 
Student-t Distributions.

ScENARIo pARAMETER RMSE MSAR NoRMAl MoDEl RMSE NEo-NoRMAl MSAR 
MSN-buRR MoDEl

Generated normal data β01 2.0319 0.3116

β02 3.9929 0.4341

β11 0.5543 0.0603

β12 0.5457 0.0562

ρ1 0.4133 0.3997

ρ2 0.5486 0.2878

σ1 0.0296 0.1700

σ2 0.0364 0.1137

λ1 – 0.3232

λ2 – 0.0015

Generated double exponential 
data

β01 6.4698 2.2550

β02 6.8951 0.1528

β11 6.5646 0.0083

β12 0.5976 0.0906

ρ1 0.2613 0.4702

ρ2 0.2653 0.2880

σ1 0.8702 0.0504

σ2 0.8463 0.1430

λ1 – 0.6497

λ2 – 0.0017

Generated student-t data β01 3.9816 0.7928

β02 5.9158 0.0566

β11 0.4623 0.0236

β12 0.4348 0.0217

ρ1 0.3581 0.4157

ρ2 0.3606 0.2879

σ1 0.0946 0.1192

σ2 0.0891 0.0095

λ1 – 0.5282

λ2 – 0.0016

Table 5. Root-Mean-Square Error (RMSE) for predicted observation of Three Scenario Simulation for Normal, Double Exponential, and Student-t 
Distributions.

ScENARIo MSAR NoRMAl NEo-NoRMAl MSAR MSN-buRR pERcENTAGE DIFFERENcE

Generated normal data 1.7355 1.4918 14.0408

Generated double exponential 
data

7.8336 7.8333 0.0046

Generated student-t data 4.7477 0.8179 82.7683
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As in the introduction, there are several variables in air qual-
ity, namely PM2.5 and PM10 (particles with an aerodynamic 
diameter equal to or less than 2.5, also called fine, and every 
10 µm), ozone (O3), nitrogen dioxide (NO2), carbon monoxide 
(CO) and sulfur dioxide (SO2) (Manisalidis et al., 2020). In 
this study, we use fine particle PM10 variable to demonstrate 
the neo-normal MSAR MSN-Burr model. The detailed PM10 
movement patterns are recorded hourly and its histogram 
which looks skewed to the right can be seen in Figure 2.

This application compares the standard PM10 level pub-
lished by WHO with the actual accidents that occurred in 
Yogyakarta city in 2021. Clean air typically contains PM10 
levels of less than 15 micrograms per cubic meter (µg/m3) 
(World Health Organization, 2021). The results obtained from 
the neo-normal MSAR MSN-Burr model are in two states: 
normal and abnormal.

Results and Discussions
This section shows the results obtained from the neo-normal 
MSAR MSN-Burr model written in the Stan code available 
on Github https://github.com/DwilaksanaAbdullahRasyid/
MSAR_MSN-Burr. The normal distribution was chosen as 
the prior over several parameters because it can approximate 
many other distributions. This makes it a good choice for mod-
eling a wide range of phenomena (Kruschke, 2015). Bayesian 
methods are very effective when used on small amounts of data. 
Indeed, Bayesian uses Monte Carlo simulation (Beer et al., 
2013). Therefore, if this estimation method is applied to big 
data, including air quality data, a computer device with large 
capacity random access memory (RAM) is required. This hap-
pened in this study when the neo-normal MSAR MSN-Burr 
model parameter estimation for the PM10 variable on the 
Yogyakarta 2021 air quality dataset was implemented on a 
computer with a RAM capacity of only 12 GB and the sam-
pling scenario was repeated four times. The program is run for 
100,000 iterations in each replication, consuming 11 GB of 

memory, so it is difficult for the parameters to reach convergent 
conditions. To overcome this problem, a sampling scenario is 
applied by reducing the domain range of each parameter only 
in the predicted area with a feasible pdf in the next replication. 
This scenario provides excellent parameter estimation results, 
it is found that the slope parameter of the MSN-Burr distribu-
tion shows a dominant role in achieving convergence. The 
membership of each observation after all parameters converge 
is shown in Figure 3, with regime 1 representing PM10 under 
normal conditions and regime 2 representing PM10 under 
abnormal conditions.

In the fourth repetition, the parameters converge, as indi-
cated by the perfect “Rhat” value of all estimated parameters 
equal to one. “Rhat” as a tool to monitor MCMC convergence 
was discovered by Gelman and Rubin (1992). This value meas-
ures the ratio of the average variance of the samples in each 
chain to the variance of the pooled samples across the chain. 
According to Gelman and Rubin, independent Markov chains 
should be sampled until all values of “Rhat” are equal to one 
after being initialized with diffuse initial values for the param-
eters. According to Gelman and Rubin, independent Markov 
chains should be sampled until all values of “Rhat” are equal to 
one after being initialized with diffuse initial values for the 
parameters. Some of these parameters are p ii , ,= 1 2  for the 
probability regime shifts, β0 1 2i i, ,=  for the intercepts, 
β1 1 2i i, ,=  for the autoregressive constants, σ i i, ,= 1 2  for the 
variances, and λi i, ,= 1 2  for the skewness. A summary of the 
model estimation results can be seen in Table 6 and the estima-
tion results of the MSAR normal model using original EM 
algorithm as a baseline can be seen in Table 7.

The MSAR parameters presented in Table 7 indicate that 
the estimate for the autoregressive parameter, β12

, is 1. This 
estimation suggests that β12

 parameter leads to a random walk, 
which implies that the model’s predictions do not revert to a 
mean but instead exhibit continuous and irregular drift over 
time. As a result, regimes are separated irregularly across the 

Figure 2. (a) Time series plot of pM10 and (b) histogram of pM10.
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model, indicating a high level of uncertainty and unpredictabil-
ity in regime changes.

To get a deeper understanding of the impact of the random 
walk on the model, we may look at the regime shifts in the 
conventional MSAR model, as seen in Figure 4. The MSAR 
normal regime changes are contrasted to those of the neo-nor-
mal MSAR MSN-Burr model. The main difference is the 
separation of observations within each regime. The separation 
of the MSAR normal model in Figure 4(a) is highly irregular, 
showing unpredictability between regimes. In contrast, the 
proposed model in Figure 4(b) shows the separation of regime 
and can explain skewness in the data. The separation to regime 
1 explaining in-control conditions, whereas regime 2 explain-
ing out of control conditions. This separation demonstrates the 
capability of the neo-normal MSAR MSN-Burr in 

Figure 3. Membership distribution from observations (a) for regime 1 and (b) for regime 2.

Table 6. The Estimated parameter of Neo-Normal MSAR MSN-burr with Two Regimes.

pARAMETER M SE_
MEAN

SD 2.5% 25% 50% 75% 97.5% N_EFF RhAT

β01 2.49 0.01 0.81 0.95 1.92 2.47 3.03 4.11 12,473 1

β02 0.39 0.00 0.36 0.01 0.12 0.28 0.54 1.34 9,018 1

β11 0.95 0.00 0.04 0.84 0.94 0.97 0.99 1.00 11,985 1

β12 0.94 0.00 0.05 0.81 0.91 0.95 0.98 1.00 10,887 1

ρ1 0.98 0.00 0.00 0.97 0.98 0.98 0.98 0.99 11,928 1

ρ2 0.99 0.00 0.00 1.00 1.00 1.00 1.00 1.00 9,441 1

σ1 5.61 0.00 0.16 5.31 5.51 5.61 5.72 5.92 10,468 1

σ2 7.19 0.00 0.07 7.05 7.15 7.19 7.24 7.33 11,948 1

λ1 1.19 0.00 0.01 1.18 1.19 1.20 1.20 1.20 14,419 1

λ2 17.59 0.00 0.11 17.36 17.52 17.59 17.67 17.80 11,661 1

Table 7. MSAR Normal Estimated parameter.

pARAMETER

β01 1.85

β02 0.02

β11 0.94

β12 1

ρ1 0.74

ρ2 0.99

σ1 3.54

σ2 0.58
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distinguishing different regime, leads to reliable and interpret-
able results.

The performance of the models is compared using the 
Root Mean Square Error (RMSE) metric. The normal 
MSAR model has an RMSE of 11.87909, whereas the MSN-
Burr MSAR model achieves a significantly lower RMSE of 
9.9303. With the resulting RMSE the normal MSAR is 
11.87909 and the MSN-Burr MSAR is 9.9303. This signifi-
cant reduction in RMSE with 16.4049% improvement illus-
trates the proposed greater accuracy and effectiveness in 
capturing underlying data patterns when compared to the 
MSAR normal model.

After estimating using EM-NUTS, calculate the Upper 
Control Limit (UCL) and Lower Control Limit (LCL) using 
the Highest Posterior Distribution (HPD). HPD is a method 
for estimating confidence intervals from asymmetric distribu-
tions (Gelman et al., 2014). Chen and Shao (1999) estimated 
HPD intervals using Monte Carlo procedures. The basic idea 
for creating a ( )1−α  HPD interval (also called as a credible 
interval) is to use the concept of density equilibrium by solving 
two simultaneous equations. For example, suppose that f x( )  
is a pdf of random variable X. The values a  and b� are the lower 
and upper limits of the HPD interval in the domain −∞ < < ∞x  
so that f a f b( ) ( )= . Then the values of a and b� respectively as 
the lower limit and upper limit of the credible interval must 

cover a certain area of the pdf, so that 
a

b

f x dx∫ = −( ) 1 α , for a 

certain level of significance a . This concept can be stated that 
the choice of a  and b  which maintains both the highest density 
and the area under the density between the chosen boundaries, 
can be obtained by solving the following two equations 
simultaneously.

 f a f b( ) ( )− = 0  (10)

 
 P a x b( )< < = −1 α  (11)

In general, the calculation of ULC and LCL on HPD can 
be seen in Algorithm 4.

The HPD calculation is applied to the MSN-Burr distribu-
tion in each regime. The aim adding the HPD in this study is 
to know the early warning limits before a regime change occurs. 
The results of the control limit estimation using Algorithm 2 
are the upper and lower limits of each regime. Several signifi-
cance levels were tested to be applied to Algorithm 2. We use 
three different levels of significance to see how sensitive the 
specified control limits are. The significance levels used are 1%, 
5%, and 10%, as shown in Table 8.

Figure 5 provides a visualization of the boundaries of each 
regime using HPD with three different significance levels. As 
described at the beginning of Application section, regime 1 is a 
normal PM10 condition in Figure 5(a), and regime 2 is an 
abnormal PM10 condition in Figure 5(b). In addition to the 
visualization, Figure 5 also shows the different modes for each 
regime. The normal condition mode of PM10 in Yogyakarta is 
8 µg/m3 and the abnormal condition mode is 19 µg/m3.

High levels of air pollution, particularly the PM10 variable 
in the air quality measurements, can be seen in Figure 5(b), 
especially under abnormal conditions. High levels of PM10 
can cause health problems, as described in Introduction sec-
tion. Therefore, a large level of significance is required to create 
highly sensitive control limits. Under normal conditions, how-
ever, all of the upper control limit compliance the WHO air 
quality guideline. This approach aligns better with WHO 
guidelines and ensures more sensitive detection of deviations. 
To address abnormalities, adaptive measures such as real-time 

Figure 4. Regime membership (a) MSAR normal (b) neo-normal MSAR MSN-burr.

Algorithm 4. control limit Estimation Algorithm in hpD.

1.  Determine the distribution function and probability density 
function from the data.

2.  calculate the mode which is then defined as the center line 
(cl).

3.  Solving Equations 10 and 11 simultaneously, solutions a and b� 
are the lcl and ucl of hpD, respectively.
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monitoring adjustments are essential for maintaining air qual-
ity within safe limits.

Limitations

The proposed model is highly effective at capturing data with 
skewed characteristics. However, when applied to data with 
high leptokurtic characteristics, it is less representative of all 
observations. This limitation is evident in the simulation study 
section, particularly with the Double Exponential distributed 
generation data scenario. The model's ineffectiveness in this 
context highlights the need for further refinement when deal-
ing with such datasets.

Conclusions
The MSAR model was created to capture the movement 
between certain conditions and other conditions. However, 
with anomalies in real-world conditions that occur successively, 
the standard MSAR model cannot capture them because the 
normal residual assumption is violated. Therefore, the pro-
posed model contains residuals with a neo-normal distribution, 

namely MSN-Burr. With the help of the Stan programming 
language using EM-NUTS as an estimator, we obtain a new 
model that is mathematically complex but capable of being 
developed.

This paper presents the simulation study using normal, dou-
ble exponential, and Student-t distribution. All three have 
something in common, which is a symmetrical pattern. The 
95% credible interval results, the neo-normal MSAR MSN-
Burr model can estimate data generated from the normal, dou-
ble exponential, and Student-t distributions which can be seen 
λ value in each regime that is close to one. We then also pro-
vide bias and RMSE calculations in each parameter to com-
pare the neo-normal MSAR MSN-Burr model and normal 
MSAR. As a result, the neo-normal MSAR MSN-Burr model 
can capture the conditions of symmetric pattern data 
generation.

This paper also explained the calculation of RMSE from 
predicted value in simulation study. The double exponential 
scenario, the RMSE improvement percentage of neo-normal 
MSAR MSN-Burr is not much different from MSAR normal. 
This is because the double exponential distribution generates a 

Table 8. Several levels of Significance in Regime 1 and Regime 2.

a (%) REGIME 1 REGIME 2

loWER uppER loWER uppER

1 1 13 8.0000 56

5 3 12 8.8750 47

10 4 11 8.8750 36

Figure 5. hpD for several significance level, red line for 10%, green line for 5%, and blue line for 1%, which are overlaid with a histogram for each regime 

(a) regime 1 and (b) regime 2.
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high leptokurtic pattern. However, in the other two scenarios, 
namely the normal and Student-t scenarios, neo-normal 
MSAR MSN-Burr has better performance than MSAR nor-
mal in producing RMSE.

The neo-normal MSAR MSN-Burr model can capture shifts 
in PM10 conditions, where each condition exhibits an asymmet-
ric pattern. PM10 is a type of particle with an aerodynamic 
diameter of 10 µm, which can penetrate the lungs and then enter 
the body through the bloodstream, affecting all major organs. 
This can cause diseases of both the cardiovascular and respiratory 
systems. In Yogyakarta, the PM10 in normal conditions is 8 µg/
m3 which is classified as slightly higher than WHO standards.

In addition, we also calculate the upper and lower limits for 
each condition using HPD. All of the significance level are 
advised to be implemented in Yogyakarta due to its lower limits 
more settle to the WHO air quality guideline. The higher sig-
nificance level is produces control limits that are more sensitive 
than the lowest significance level. This approach could detect 
the abnormalities and the significance level which compliance 
to the guidelines.
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